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GENERAL INTRODUCTION



1. General Introduction

The interest of humans in their brain has been proved to exist since the VII century
B.C., when a reference to the word “brain” was registered for the very first time in
an ancient Egyptian medical text: the Edwin Smith Papyrus [1].

Either from a scientific perspective or from a philosophical point of view, the brain
raises questions that we are still not able to answer, despite the effort over cen-
turies. As the most important organ of the human nervous system, it allows us to
feel sensations, perceptions and emotions, elaborate thoughts, process informa-
tion, make movements and remember experiences. In simple words, it allows us
to live and become the person we want to be.

In order to get more insights about how the brain functions, it is necessary to com-
bine structural static information to repetitive measurements detecting brain dy-
namics. Statically, the brain can be studied at different scales, schematically repre-
sented in Figure 1.1:

• On a microscopic level the human neuronal fibers have a diameter ranging
from 0.16 to 9 μm [2]

• On a mesoscopic scale neurons are organized in columnar and laminar struc-
tures in the human cortex. The thickness of the human cortex varies from 1
to 4.5 mm, with an average of 2.5 mm [3], and within this thickness layers
and columns can be identified [4–6]

• On a macroscopic level, the brain can be separated into areas either having
different functional specialization or different topographic organization [5]

Figure 1.1: Different organization scales of the human brain, ranging from microscopic (single neurons) to mesoscopic
(columnar and laminar structures) to macroscopic (brain areas, as defined by myeloarchitecture. From [5].

Functionally, the brain can be inspected if the variable “time” is introduced in the
study. Again, this inspection can be performed at different scales. The classic
hemodynamic response due to the changes in the vascular system that are trig-
gered by the neuronal activity show a peak at around 3-5 s after a short stimulation
(even for stimulus durations of less than 1 s) [7]. At the mesoscopic scale layers
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1.1. MRI and functional MRI (fMRI)

show differences in the response time of less than 1 s [8, 9], while synaptic trans-
mission occurs at a millisecond level [10].

Neuroscience is the discipline which has the difficult role of understanding the
mechanisms that rule the functions of the nervous system, including the brain.
This can be achieved through different means and at different levels. The means
employed in this thesis are magnetic resonance imaging (MRI) and functional MRI.

1.1 MRI and functional MRI (fMRI)
MRI is one of the most common ways to non-invasively inspect the properties of
the brain. It is a highly elegant imaging method, which relies on quantum mechan-
ical concepts. In the macroscopic limit for quantum, quantum mechanics typically
converges to classic mechanics, hence a classical description can be adequate for
MRI [11]. From a classical perspective, the MR signal is a small electrical voltage in-
duced in a receiver coil due to the precession of the net transversal magnetization
during resonance and after excitation. This is the result of Faraday’s Law of Induc-
tion, according to which a changing magnetic field induces a voltage in a nearby
conductor [12].

Since its very early stages, MRI showed its potentials in clinical practice because
of the capacity to characterize normal anatomy and show abnormal conditions in
many organs and anatomic regions of the body [13]. In the context of neuroimag-
ing, it is currently commonly used as diagnostic tool for different brain disorders,
due to its versatility and vast applicability [14–18]. On the other hand, fundamental
neuroscience is also taking advantage of MRI for many research applications [19].

Functional MRI (fMRI) is a very popular method to investigate brain metabolic
changes [20]. There are two different ways that allows to detect an increased neu-
ral activity through MRI, via the associated hyperemia response (neurovascular
coupling): an increase in local cerebral blood flow (CBF) and the accompanying
changes in oxygenation concentration (Blood Oxygen Level Dependent, or BOLD,
contrast). The change in CBF can be observed using arterial spin labeling (ASL)
[21]. The second mechanism is the one we focused on in this work, and it is the
one primarily used for fMRI experiments. The BOLD contrast was first described
in 1990 by Seiji Ogawa [22], when he observed that the MR signal changed in spe-
cific brain regions according to the oxy- and deoxyhaemoglobin levels. In fact, the
BOLD contrast arises from the change in magnetic field surrounding the red blood
cells, which depends on the oxygen state of the haemoglobin. When a region of the
brain becomes neuronally active, CBF and cerebral blood volume (CBV) increase
in that region and oxygenated blood displaces deoxygenated blood. The paramag-
netic properties of deoxygenated haemoglobin cause an increase in the MR signal
when the deoxygenated amount of blood decreases, hence the BOLD signal is a
consequence of brain activity (see Figure 1.2).

fMRI based on BOLD contrast is currently the mainstay of human neuroimaging,
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1. General Introduction

thanks to its non-invasive nature, increasing availability, and its capacity to detect
different brain areas engaged when subjects undertake particular tasks [23, 24].

Figure 1.2: Illustration of the BOLD mechanism. The BOLD signal represents the changes in the deoxyhaemoglobin
caused by local changes in the brain blood flow, volume and oxygenation. When a stimulus is presented, it induces
an increase in the neuronal activity, which causes vasodilation and, as a consequence, an increase in CBV and CBF.
These processes bring more oxygenated blood, hence the deoxyhaemoglobin is washed out, which results in a more
homogeneous magnetic field, in which the decay of transverse magnetisation occurs more slowly and the BOLD signal
increases.

Particularly, high field MRI can leverage higher signal-to-noise ratio (SNR) to in-
crease spatial specificity through higher spatial resolution. Being able to image
smaller voxels leads to a decrease in partial volume effects [25] but also a loss in
SNR and functional contrast-to-noise ratio (fCNR). In this regard, ultra-high-field
(UHF) MRI furnishes a solution, because of the linear dependency of the SNR with
the magnetic field [26, 27] and the supralinear gains in BOLD fCNR [25, 28]. More-
over, at UHF strengths, the increased sensitivity to susceptibility effects (i.e. chan-
ges) makes the T2* of grey matter shorter and the BOLD contrast is enhanced [29].

Common sequences used for fMRI acquisitions at UHF aim at increasing the spa-
tial and temporal resolutions, as well as improving the spatial specificity of the
BOLD signal to better localize activation [30]. Gradient-echo echo-planar-imaging
(GRE-EPI) acquisition is a typical method (T2*w) for fMRI studies because of its
high sensitivity to deoxyhaemoglobin variations (hence BOLD signal). On the other
hand, T2w methods such as spin-echo EPI (SE-EPI) provide higher microvascular
specificity, which provides better spatial localisation of the underlying neuronal
activity (i.e. higher spatial specificity to neuronal activity). Again UHF allows, here
as well, higher BOLD sensitivity compared to lower fields [31]. However, the higher
spatial specificity of SE-EPI methods compared to GE-EPI still comes at the cost of
reduced BOLD sensitivity [32].

1.2 fMRI challenges
As already mentioned, fMRI acquisition strategies have the final goal of increas-
ing spatial and temporal resolutions, while keeping an adequate BOLD contrast.
EPI is an efficient sampling method, with up to sub-millimeter spatial resolution
and a temporal resolution usually in the order of seconds. However, to depict the
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1.2. fMRI challenges

spatiotemporal characteristics of the hemodynamic response function (HRF) at a
mesoscopic scale, sub-millimeter spatial resolution and sub-second sampling rate
are highly desirable.

When available, using high field strengths is the best approach to increase spatial
resolution, since it allows reduced voxels sizes as a consequence of higher SNR. In
the present thesis, we used a main magnetic field of 7 tesla. Higher spatial resolu-
tion always come at the cost of longer scan time. For this reason, multiple methods
have been developed to improve the temporal resolution, including undersam-
pling techniques such as partial Fourier [33], parallel imaging [34–36] and com-
pressed sensing [37]. Acceleration techniques can be applied to EPI sequences,
but when they are used for fMRI purposes there is a time limitation due to the fact
that the echo-time (TE) has to be similar to the T2* of grey matter to get an optimal
BOLD contrast. Further acceleration can be obtained when moving from 2D to 3D
or simultaneous multislice (SMS) acquisitions, where the acceleration can be per-
formed in two directions [38–40]. Overall, these techniques allow relatively high
spatial and temporal resolutions at high fields (∼1-1.5 mm isotropic and TR of 1-2
s), for whole brain coverage studies. However, these resolutions are not sufficient
for layer fMRI studies, for instance aiming to detect differences in the HRF across
cortical depth. Laminar or layer fMRI, for example, aims to investigate the archi-
tecture of the isocortex at a sufficiently high spatiotemporal resolution, so that the
functional and structural characteristics of the individual layers of the cortex can
be identified separately. In this way, it is possible to gain more insights on the fun-
damental processes and cortical structure than what is possible when grouping the
signal over the entire cortical thickness [8, 41].

Reducing the field-of-view (FOV) is an easy implementation to reach higher spa-
tial and temporal resolution together: a multi-slice acquisition not covering the
whole brain can be performed with high in-plane resolution and relatively fast TR
[42]. A further reduction of the FOV allows to investigate specific regions of the
brain, with high in-plane spatial resolution and fast sampling rate, due to the fact
that a smaller region was imaged. For example [43] focused on ocular dominance
columns in visual cortex, with an in-plane spatial resolution of 0.47 mm isotropic,
while [44] focused on laminar activity of primary motor cortex with resolution of
0.75x0.75x1.5 mm3. Alternatively, strongly anisotropic voxels can be used: Kashyap
et al. mapped the BOLD signal along the cortical depth with a temporal resolution
of 1.76 s and voxel sizes of 0.1x1.4x2 mm3 [45].

A different approach to reduce the FOV is through outer volume suppression (OVS).
OVS allows to push the resolutions even further such as with zoomed imaging [46],
which was used to furnish BOLD responses detected at 0.5x0.5x3 mm3 spatial and
250 ms temporal resolution. Clearly, to improve, at the same time, both the spa-
tial and the temporal resolution, other strategies need to be adopted. An extreme
version of fMRI acquisition implies scanning one dimensional data, through the
removal of the phase encoding gradients. This technique is dubbed line-scanning
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and will be described in the next paragraph, as it is the predominant approach that
was developed and employed in this thesis.

1.3 Line-scanning
A line-scanning method was first proposed in 1976 by Mansfield and Maudsley
[47], where it was used as imaging method to represent the static distribution of
the free water contained in a biological sample. The very first implementation of
line-scanning was then improved to produce simultaneous line images [48, 49].

In the fMRI field, the line-scanning technique was first employed in animal studies
by Xin Yu et al. for ultra-high spatiotemporal resolutions (50 ms and 50 μm) [50].
They used an 11.7 T MRI scanner to detect laminar responses in the somatosensory
and motor cortices of rats and showed that the laminar position of the fMRI onset
coincides with distinct neural inputs along the cortex (Figure 1.3b).

Figure 1.3: Characterization of the line-scanning fMRI method in rat somatosensory and motor cortex. (a) The pro-
cedure to set up the line-scanning method. (b) BOLD functional maps of forepaw somatosensory cortex (FP-S1) and
motor cortex (MC) shown in the echo-planar imaging results (left). The fMRI line profiles were acquired from the
activated FP-S1 and MC (dotted rectangles). The stimulation (Stim) paradigm was 1 s off, 1 s on, 13 s off. An fMRI
percentage change map is shown corresponding to the first events during and after the stimulus. Arrowheads point to
the earliest fMRI onsets in FP-S1 (red) and in MC (blue and green). The red arrows represent the start of the stimulus.
Pseudo L4 (pL4) indicates the region in MC comparable to L4 in FP-S1. From [50].

The line-scanning sequence uses as template a two-dimensional gradient-echo se-
quence, but where the gradients in the phase-encoding direction were turned off.
This means that a single line in k-space was repeatedly acquired, and all the signal
coming from the slice was projected into that line. To focus only on the signal com-
ing from a specific FOV, the addition of saturation pulses is required (outer volume
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1.4. Aim of the thesis

suppression). In fact, two saturation slabs were added on the top and on the bot-
tom of the slice to ensure that the signal was coming only from the region were the
line was positioned (Figure 1.3a).

Line-scanning promised to bridge the invasive neurophysiology animal experi-
ments, where extremely high spatiotemporal resolution measurements are per-
formed in a specific part of the cortex, with fMRI measurements where macro-
scopic brain areas are investigated. In fact, it combines the non-invasive nature of
fMRI, with unique spatiotemporal resolution typical of electrophysiology.

1.4 Aim of the thesis
The aim of the current thesis is to implement the line-scanning method in humans,
to achieve ultra-high spatiotemporal resolution.

Before diving into the line-scanning method, I first reviewed some fMRI acquisi-
tion techniques for functional connectomics (Chapter 2). This literature review
can be seen as a reference to contextualize the task-based line-scanning method
with respect to advanced resting-state fMRI methods.

I then focused on the line scanning method, for which I tested different imple-
mentation modalities (Chapter 3 and 5), proposed several ways for improvement
(Chapter 4) and introduced a line-scanning application study (Chapter 6). More
specifically, in Chapter 3, I started from the gradient-echo technique proposed by
Yu et al. [50] and tested its feasibility in humans on a 7T MRI scanner. I modi-
fied my first implementation of line-scanning in Chapter 4, where I proposed three
routes for improvements: a multi-echo readout, a thermal noise removal strategy
and prospective motion correction. Chapter 5 focused on a different approach for
the implementation of line-scanning: spin-echo lines. As this approach proved not
to be suitable for fMRI experiments, in Chapter 6 I applied the gradient-echo line-
scanning method in an application study, to extract a deconvolved HRF from an
event related visual task. I also compared line-scanning data with standard whole
brain echo-planar imaging (EPI) data to evaluate the role of line-scanning in fMRI
experiments.

1.5 Thesis Outline
To be able to investigate the information processing across cortical depth non-
invasively, fMRI techniques need to be improved to allow, at the same time, high
spatial and temporal resolutions. In this thesis, line-scanning fMRI has been ex-
tensively studied as an extreme fMRI approach for ultra-high spatiotemporal re-
solution. Its one-dimensional nature requires new acquisition strategies as well
as customized approaches for data reconstruction and analysis. The reader will
be guided through different steps involved in development of line-scanning fMRI
technique and its applications, after a short introduction on current fMRI acquisi-
tion methods for functional connectomics.
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1. General Introduction

Chapter 2 contains a literature review on the current acquisition techniques for
resting state fMRI, from the most common approaches for resting state acquisi-
tion strategies, to more recent investigations with dedicated hardware and ultra-
high fields. This chapter offers an opposite point of view compared to the other
chapters, going from an extended, whole brain FOV acquisitions suitable for con-
nectivity analysis to the extremely reduced FOV of the lines, analysed with a strong
focus on task-based experiments.

In Chapter 3, the first implementation of gradient-echo line-scanning is presented:
I analysed the quality of line-scanning data acquisition and optimized the recon-
struction strategy. I applied the line-scanning method in the occipital lobe during
a visual stimulation task, showing BOLD responses along cortical depth, every 250
μm with a 200 ms repetition time. As proof-of-concept, I compared t-statistical val-
ues from line-scanning with a single slice (2D) gradient-echo echo planar imaging
BOLD fMRI data with the same temporal resolution and voxel volume, and showed
a good correspondence between the two.

In Chapter 4, a comprehensive update to human line-scanning fMRI is introduced.
First, I investigated multi-echo line-scanning with different protocols varying the
number of echoes and readout bandwidth while keeping the TR constant. I also
implemented an adaptation of NOise reduction with DIstribution Corrected prin-
cipal component analysis (NORDIC) thermal noise removal for line-scanning fMRI
data. Finally, I tested image-based navigators for prospective motion correction
and examined different ways of performing fMRI analysis on the timecourses, which
were influenced by the insertion of the navigators themselves. Together those chan-
ges improve the robustness of the line-scanning method.

In Chapter 5, an alternative contrast for line-scanning is proposed. Spin-echo is a
natural candidate for line-scanning, due to its innate properties of sharp line se-
lection and the microvascular selective functional contrast. However, I could not
detect any activation in the visual cortex after a very strong visual task, hence I
concluded that further improvements in terms of sensitivity need to be introduced
in the spin-echo line-scanning acquisition before it can be applied for neuroscien-
tific purposes.

In Chapter 6, an example of line-scanning application is presented: I explored HRF
changes in visual cortex across cortical depth in two age groups. I also bridge age-
ing HRF changes obtained through line-scanning with more conventional fMRI
acquisitions at high-field.

The thesis concludes with a summary and general discussion in Chapter 7.
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2. Advances in resting state fMRI acquisitions

Abstract

Resting state functional magnetic resonance imaging (rs-fMRI) is based on spon-
taneous fluctuations in the blood oxygen level dependent (BOLD) signal, which
occur simultaneously in different brain regions, without the subject performing an
explicit task. The low-frequency oscillations of the rs-fMRI signal demonstrate an
intrinsic spatiotemporal organization in the brain (brain networks) that may relate
to the underlying neural activity.

In this review article, we briefly describe the current acquisition techniques for rs-
fMRI data, from the most common approaches for resting state acquisition strate-
gies, to more recent investigations with dedicated hardware and ultra-high fields.
Specific sequences that allow very fast acquisitions, or multiple echoes, are dis-
cussed next. We then consider how acquisition methods weighted towards spe-
cific parts of the BOLD signal, like the Cerebral Blood Flow (CBF) or Volume (CBV),
can provide more spatially specific network information. These approaches are
being developed alongside the commonly used BOLD-weighted acquisitions. Fi-
nally, specific applications of rs-fMRI to challenging regions such as the laminae in
the neocortex, and the networks within the large areas of subcortical white matter
regions are discussed. We finish the review with recommendations for acquisition
strategies for a range of typical applications of resting state fMRI.
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2.1. Introduction

2.1 Introduction
Resting state functional magnetic resonance imaging (rs-fMRI) studies spontaneous
fluctuations in the BOLD signal, which are synchronous between spatially distinct
brain regions in the absence of a specific task, to infer functional connectivity [51–
53]. Biswal et al. [54] first showed these coherent spontaneous fluctuations in the
somatosensory areas, and this work was quickly followed by other brain systems
(visual, auditory, cognitive (for a review, see [55])). Functional connectivity has
since then been shown to provide reproducible resting state brain networks both
at individual and group levels [56]. The most relevant are the default mode (DMN),
motor, visual, auditory, language, and attentional networks [57]. Resting State Net-
works can only be obtained if sufficient quality data is acquired, covering all the
brain areas of interest, either with the standard BOLD contrast, or a suitable al-
ternative. The requirement to image specific brain areas of interest, or practical
limitations in scan time or scanner availability may limit the available choices for
acquisition. Practical considerations must be taken into account for the robust ap-
plication of rs-fMRI.

In this review, we first discuss general recommendations or common strategies
for rs-fMRI in section 2.2, before discussing the possibilities offered by ultra-high
field in section 2.3, and possibilities that open up with other hardware improve-
ments such as improved rf-coils and gradients in section 2.4. New or promising se-
quences used for rs-fMRI for connectomics are discussed in sections 2.5 to 2.7, de-
tailing fast acquisitions, multi-echo echo planar imaging (EPI) and alternative con-
trasts, respectively. Finally, we discuss two ‘new’ brain areas targeted by rs-fMRI in
sections 2.8 and 2.9: cortical laminae and white matter. We finish the review with
recommendations for acquisition strategies for a range of typical applications of
resting state fMRI, summarized in Table 2.1.

2.2 General Acquisition
Currently, 3 tesla (3T) is the most convenient field strength for acquiring reliable
data from large cohorts on clinical scanners, often using gradient-echo echo-planar
imaging (GE-EPI) sequences [53]. These acquisitions are fast, covering an entire
brain in a few seconds, and naturally T2* weighted, and therefore highly efficient.
The T2* weighting makes them sensitive to the Blood Oxygen level Dependent
(BOLD) signal of interest. BOLD signal is based on oxygen concentration chan-
ges in the blood that lead to changes in T2 and T2*; however, T2* is more affected.
Therefore, GE sequences are commonly used despite the more significant effects
of large vessels compared to T2-weighted spin-echo sequences [58].

Whole-brain coverage, including the entire cerebellum, is required, with in-plane
resolution as high as possible (typically about 2 to 3 mm) and a TR of 2 to 3 sec-
onds [59]. Such parameters are feasible on commercial scanners used in standard
clinical routine. However, higher temporal resolution provides a better sampling of
physiological artifacts that can then be filtered out [60], as discussed in sections 2.4
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and 2.5. Multi-band imaging techniques, which will be discussed in section 2.5, en-
able the acquisition of images with sub-second temporal resolutions [53, 56], like
the ones for the Human Connectome Projects (HCP) in Development and Aging
(72 slices with 2-mm isotropic voxels, TR = 800 ms) [61].

Another factor to consider when designing rs-fMRI studies is the duration of the
run. Acquisition times of about 6 minutes have provided adequate sampling to
obtain robust functional connectivity since estimates of correlation strengths sta-
bilize before this time [59]. However, longer scan times are required when low
spatial smoothing is used (∼ 2 mm), and small seed regions are employed [62].
Unreliable connections between two specific regions can be better measured with
multiple scans per subject [63]. This approach also allows a margin of error for ex-
clusion of data due to scanner transients and head motion. Therefore, when pos-
sible, longer acquisitions (about 12 minutes), split into short (6 minutes) runs are
recommended [64]. For children, who typically do not tolerate staying in the same
position for long times, multiple (4 to 6), even shorter runs (about 3.5 minutes) can
be acquired [61].

During resting state experiments, participants are usually instructed to keep their
eyes closed (EC), eyes open (EO), or eyes fixated on a crosshair (EO-F). Although
EO and EO-F produce similar functional connectivity results [59], several stud-
ies have shown significant differences between eyes open and closed, reporting
BOLD signal with decreased amplitude and lower variance in the former condi-
tion [65–67]. Dynamic changes in connectivity patterns are also dependent on eye
conditions [68]. Recently, functional connectivity within the visual networks was
shown to present pronounced differences between EC and EO-F in a large dataset,
while only EO-F functional connectivity showed significant correlations with age,
gender, and social status score [69]. Greater reliability of within-network connec-
tions was reported when participants were lying still with their eyes fixated on a
cross [70, 71]. Eye-movements are better controlled, and the brain seems less ac-
tive with visual fixation [72]. Therefore, EO-F is a more controlled condition that
reduces experimental variability and appears to be a better choice for collecting
rs-fMRI data and correlating functional connectivity with demographic and be-
havioral variables [69].

Although these are the most common methodologies for rs-fMRI, advances in hard-
ware, field strength, pulse sequences, image processing and analysis have allowed
other approaches that enable new applications, such as laminar connectivity.

2.3 High field MRI
As mentioned, currently most resting state fMRI data are acquired at 3T. Neverthe-
less, the increasing availability of 7T and even higher field scanners may provide
advantages for rs-fMRI [73]. Figure 2.1 clearly shows that, regardless of the spatial
smoothing, 7T networks show higher correlation coefficients. Obtaining reliable
connectivity patterns with less smoothing means that the spatial characteristics of
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the networks can be measured with greater spatial specificity than at lower field.
This can be further increased by exchanging signal for increased spatial resolution
of the acquired data.

Figure 2.1: Functional connectivity maps of the default mode network (DMN) of a representative subject, overlaid on
the standard MNI brain. 3, 4 and 5mm denote the FWHM of the spatial smoothing kernel applied prior to correlation
computation. 3Thigh-res represents data acquired with 3T and 7Thigh-res with 7T, with the same spatial resolution
(for comparison). Figure adapted with permission from [73].

The main advantage of ultra-high field fMRI is the availability of higher spatial
specificity through higher spatial resolution, which facilitates the interpretation of
the functional maps with respect to the underlying neuronal activity. When smaller
imaging units (i.e. voxels) are sampled, partial volume effects decrease [25], but
also the SNR and functional CNR (fCNR) are reduced. Ultra-high fields are advan-
tageous because of the linear dependency of the SNR on the magnetic field [26, 27]
and the supralinear gains in BOLD fCNR [25, 29]. These combined effects greatly
improve signal detection, allowing higher spatial resolution, and a better spatial
accuracy of the fMRI maps. However, higher spatial resolution implies longer TR,
as a larger number of slices is required to cover the brain. Resting state studies need
whole-brain measurements to detect functional networks completely, as these are
largely distributed across the brain, including the cerebellum [74]. By combining a
relatively standard 2D-EPI acquisition with parallel imaging at 7T, De Martino and
colleagues [75] showed that enough sensitivity can be retained to extract the typi-
cal resting state networks, even at high spatial resolutions of 1mm isotropic voxels,
without sacrificing whole brain coverage or temporal resolution (2s). The smaller
voxel volumes reduce partial volume effects and leads to more distinct spatial fea-
tures, allowing improved localization of the resting state networks [76].

High fields present several technical and methodological challenges, such as in-
homogeneous B0, receive and transmit RF coil sensitivity profiles [77, 78]. The
advent of multi-channel receive coils and parallel imaging techniques [79], along
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2. Advances in resting state fMRI acquisitions

with improved gradient performances and correction for field inhomogeneities
[77, 80] now allow large volume fMRI acquisition at high fields (see also section
2.3). Novel analysis approaches can improve the analysis of ultra-high fields rest-
ing state fMRI, such as using a cluster-based physiological noise correction [81], or
connective field mapping [82].

Physiological noise mitigation, which is especially important at higher fields [83],
will be discussed in the fast imaging section as it is somewhat sequence depen-
dent.

As the technical challenges associated with ultra-high field are being solved, fMRI
becomes possible beyond 7T also, which should further increase the SNR and CNR
gains. For example, [84] used a 10.5T scanner to acquire resting state data in ma-
caques. They demonstrate that the combination of multi-channel transmit and
receiver arrays, optimized pulse sequences, and a careful anesthesia regime al-
lows for detailed single-subject resting state analysis at high resolutions (0.75 mm
isotropic), and they detected robust resting state networks across individual ma-
caques, which closely resembled human findings.

Despite the advantages of ultra-high field fMRI in terms of SNR, CNR and par-
allel imaging performance, fMRI applications are hindered by the quadratically-
increasing Specific Absorption Rate (SAR). SAR limitations can restrict fMRI EPIs
when using multiband pulses, refocusing pulses as in SE-EPI, high spatial - or tem-
poral - resolution, fat saturation or parallel transmit systems (pTX). SAR efficiency
can be improved by new coil designs [85–87], SAR-optimizing pTX techniques [88],
advanced multiband pulses, such as PINS [89, 90] and lower-SAR fat saturation
[91]. More specifically for resting state measurements, in 2012 Koopmans et al.
implemented a low-SAR PINS pulse with which they could perform a whole-brain
spin-echo resting-state experiment [92]. A group-level independent component
analysis (ICA) revealed several resting-state networks, highlighted by the higher
specificity and sensitivity in higher susceptibility regions. Today, high SAR tech-
niques are regularly used in ultra-high field fMRI [93–96].

By now, many resting state studies have been conducted using ultra-high field
MRI. Some of these will be discussed in other sections because of the advanced se-
quences or contrast used. The higher SNR and better spatial resolution provided by
ultra-high field strengths are well suited to assess the temporal reliability of map-
ping results, and to determine if resting-state fMRI can be applied in a clinical set-
ting. For example, Branco et al. [97] used resting state fMRI at 7T to examine two
functional networks of major importance in preoperative planning (sensorimotor
and language networks) and assessed their intrasession and intersession temporal
reliability. Torrisi et al. [98] used 7T rs-fMRI to map the habenula resting state net-
work at high resolution in humans, to investigate its involvement in disorders such
as anxiety, pathophysiology of depression and addiction disorders. Ebneabbasi et
al. [99] assessed the brain–behavior correlations between the emotion processing-
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and emotion regulation-related areas and the level of depression severity.

Ultra-high field resting state MRI also may offers insights in fundamental neuro-
science, for example to map connectivity within the human visual cortex [100, 101],
as well as in studying layer specific connections, which will be discussed in section
2.8.

2.4 Other hardware
Gradient-echo EPI, the most common acquisition method for fMRI, is sensitive to
magnetic susceptibility, which results in signal dephasing and local distortions as
well as BOLD sensitivity [102]. Hence, the high SNR and BOLD sensitivity at high
field are accompanied by increased distortions. Higher-order shimming is now
routinely used to reduce susceptibility effects, though distortions and dropout are
typically still evident in the inferior part of the brain. In 2D EPI, decreasing the
slice thickness further reduces through-plane dephasing [96, 102]. Distortion and
blurring can be reduced with the careful manipulation of phase-encoding direc-
tions depending on the intended usage (e.g. in the L-R direction to minimize the
Field-of-View in the phase-encoding direction, as was done in the Human Connec-
tome Project [53]). Respiration or participant motion may additionally alter the
B0 homogeneity during the scan and induce dynamic dephasing and distortions
as well as spin history effects [103]. These can bias functional connectivity met-
rics towards short-distance correlations in resting state [104]. Online tracking of
B0 with field cameras [105] or navigators [106], and a dynamic update of the shim
can reduce distortions, improve temporal signal to noise ratio (tSNR) [106] and re-
sult in robust resting-state network correlations [105]. Motion can be further miti-
gated with head molds [107] or with prospective motion correction approaches to
naturally complement dynamic B0-shimming. Prospective motion correction ap-
proaches based on camera trackers or motion estimates from the fMRI data itself
have been shown to reduce the negative correlation between motion and BOLD
(e.g. due to signal dropouts), increase tSNR and resting-state sensitivity, particu-
larly for slower, higher-resolution acquisitions [108–111].

Besides B0 inhomogeneity, B1 tends to destructively interfere at higher fields [112].
This is particularly an issue for high-flip angle techniques, but can also decrease
BOLD functional connectivity in resting state (e.g. with a typical Human Connec-
tome protocol, see Figure 2.2 [113]). RF homogeneity can be passively improved
with the usage of dielectric pads [114], as was done for the 7T fMRI acquisitions of
the Human Connectome project [53], or with the combination of parallel RF trans-
mit (pTX) either statically (i.e. by calculating an individual- and channel-specific
phase or amplitude offset to optimize B1 homogeneity) or dynamically (for exam-
ple by further modulating the RF for each slice in a SMS protocol) [115]. Such RF
optimizations can be time-consuming, but have been shown to be robust between
individuals, so that non-individual-specific weightings still result in good excita-
tion homogeneity [116] and produce BOLD functional connectivity gains [113].
pTX further naturally lends itself to the so-called zoomed-EPI approaches that al-
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low very fast fMRI acquisition [117, 118]. pTX is becoming less expensive and bet-
ter supported by scanner vendors and may become the norm for ultra-high field
fMRI in the future [93]. For fMRI techniques such as ASL and VASO that depend on
longitudinal inversion, adiabatic pulses are also now commonly used due to their
insensitivity to B1 inhomogeneity [94, 95, 119].

Figure 2.2: Seed-based dense connectome with a Human Connectome-like protocol at 7 T (seed in putamen as high-
lighted by a red arrow). Top, single transmit coil with dielectric pads. Bottom, 8 transmit coil with pTX multiband
pulses. The pTX protocol shows stronger functional connectivity between the seed and the rest of the brain especially
the cortical regions, as a result of improved flip angle homogeneity. Figure adapted from (Wu et al., 2019).

Most of the gains in fMRI sampling rate and image quality are due to the develop-
ment of receive arrays with multiple smaller receive elements in a 3D arrangement.
Smaller receives show higher SNR [120, 121] with improvements in fMRI sensi-
tivity [122, 123]. Crucially, the multiple receivers constitute an additional spatial-
encoding mechanism due to their differential sensitivity fields (an effect accentu-
ated at higher field). This permits extensive undersampling of the k-space, thus al-
lowing fast volume acquisitions, high spatial-resolution and reduced susceptibility
artifacts in fMRI. Parallel imaging techniques have been shown to produce resting
state networks with higher sensitivity or in less scanning time [124–128] leading to
the development of even higher count receive arrays [129, 130]. Note that the in-
trinsic SNR gains of these arrays are largely in the periphery of the brain, but due to
their improved parallel imaging performance (e.g. in SENSE techniques) they also
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tend to show better SNR in the center of the brain with high-acceleration acquisi-
tions [96, 131]. fMRI improvements are further fueled by the successful integration
of high-amplitude and slew-rate gradients (for example, the Human Connectome
project used a gradient coil capable of producing fields up to 300 mT/m with 200
T/m/s [96, 132]).

High-performance gradients are critical for the usage of advanced multiband pul-
ses for highly-accelerated imaging [133] and further allow a shorter echo spac-
ing, thus resulting in reduced distortions and drop-out in the EPI image [134].
The current limitations on gradient performance are largely set by the peripheral
nervous stimulation that the fast-slewing gradients induce, rather than by hard-
ware limitations. Dedicated head-only gradient coils or physiological modeling
may reduce nervous stimulation further in the future and allow the usage of even
stronger/faster gradients [135, 136].

2.5 Fast fMRI
Aided by the advent of parallel imaging, fast fMRI is increasingly prevalent in rest-
ing state studies, despite the hemodynamic response being relatively sluggish. At
low sampling rates, physiological noise from respiration and cardiac pulsation alia-
ses to the lower, brain function-relevant frequency bands [137]. This physiologi-
cal effect is particularly critical in resting state, since there is no assumption of a
task timeseries. Increasing the sampling rate can reduce the spectral overlap of
these physiological processes on resting state [138] and/or facilitate the removal of
structured noise from fMRI timeseries [139]. Fast fMRI can also allow us to exam-
ine how brain function at rest relates to other processes such as cardiact pulsation
and respiration [87, 140, 141] or CSF flow [142]. The faster readouts can increase
the sensitivity of multivariate approaches [143] and potentially achieve the same
sensitivity in less time in the scanner, which is important for clinical populations
[126], though this is still controversial [138, 143–145]. Furthermore, while most of
the power of the resting state BOLD fluctuations is in the slower 0.01-0.1Hz band,
higher frequencies may also hold brain function-relevant information that may be
interesting to sample [146]. Finally, there is an ongoing discussion about the sta-
tionarity characteristics of fMRI resting state timeseries [147, 148], but fast fMRI
has provided evidence for distinct brain connectivity states that change dynami-
cally, a phenomenon that is gathering increasing attention [149, 150].

As noted in section 2.4, fast fMRI was popularized with the advent of multiple-
receiver coils, that allow the unfolding of simultaneously-acquired but spatially-
distinct data through the differential spatial sensitivity profiles of the receivers.
While several techniques have been developed, the two most popular are the Multi-
band (or Simultaneous Multislice) and 3D-EPI. Multiband imaging has probably
experienced the widest uptake of all methods mentioned here, greatly benefit-
ting from the development and distribution by the Human Connectome Project.
Multiband pulses excite several slices simultaneously that can then be unfolded,
providing that there are enough distinct receives per unit distance [133]. The typ-
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ical number of simultaneously-excited slices is MB2-4 (Multiband factor), up to
MB8 for the popular CMRR protocol of the Human Connectome project [38, 53],
thus allowing an equally reduced TR and potentially improved network detection
and shorter scan times [126, 128]. When the multiband factor is increased beyond
the decoding capabilities of the rf-coil, signal leakage between slices may occur
[151]. However, the multiband factor, and fMRI sampling rate, can be further in-
creased if the overlap between slices is artificially minimized with approaches like
CAIPIRINHA [152, 153]. The acquisition can additionally be accelerated by com-
bining with other sparse-sampling schemes, such as partial Fourier, to reduce the
TR and potentially the echo time [154]. Nowadays, fast online reconstructions are
available from all major vendors, greatly simplifying workflows and data handling.
One aspect to take into account for high temporal resolution data is that the con-
ventional auto-correlation models might not be sufficient for data acquired with
faster TRs [155]. Higher-degree temporal autocorrelation models are advised for
task-related GLM fast fMRI, but they may be beneficial also in resting-state analy-
sis, for example when fitting nuisance regressors [156].

In 3D-EPI, the slice direction is also defined with a phase encoding gradient. As
the entire imaging volume is excited every TR, much smaller flip angles are used,
which can be an advantage over the more SAR-intensive multiband pulses. The
second phase encoding gradient also means that the acquisition can be acceler-
ated in the slab-direction, while keeping the echo time and BOLD contrast con-
stant [157]. This feature has been used to achieve very high spatial resolution
[158]. A 2D-CAIPIRINHA scheme can also be used here to permit higher acceler-
ation factors [159]. The biggest difference between 3D-EPI and multiband 2D-EPI
is the sensitivity to physiological noise (in 3D-EPI) and spin-history artefacts (in
MB-EPI). The longer effective averaging time in 3D-EPI leads to both higher SNR
and higher sensitivity to system instabilities, including physiological noise [40].
At moderate spatiotemporal resolutions, this necessitates physiological noise re-
moval [160]. However, in faster acquisitions, with a volume TR of ∼0.5s, 3D-EPI
and multiband are equivalent in terms of detection of resting state networks [161].
When profiting from the volumetric acquisition to introduce fast water excitation
and elliptical sampling, 3D-EPI was found to outperform a matched MB-EPI se-
quence [162].

Even faster approaches include the Magnetic Resonance Electroencephalography
(MREG). In its typical implementation, MREG traverses the k-space in a stack-of-
spirals trajectory [163]. This allows for extensive undersampling and a subsequent
whole-brain acquisition at < 100 ms at low spatial resolutions (e.g. a nominal spa-
tial resolution of 3x3x3 mm3) [164]. This has allowed the detection of resting state
networks at frequencies above 0.1 Hz [144], improved individual level network de-
tection [52] as well as the extraction of resting-state networks from sub-minute
fMRI segments, thus greatly facilitating dynamic functional connectivity analyses
[144, 165]. A drawback, besides the limited spatial resolution, is the computation-
ally intensive reconstruction.
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Similar to the MREG, inverse imaging (InI) increases the sampling rate of tradi-
tional functional MRI due to the minimal time required to traverse k-space, at a
cost of a moderate reduction in spatial resolution [166]. InI derives spatial infor-
mation by solving inverse problems using data simultaneously acquired from all
channels in the array, leading to whole-brain coverage at ∼100 ms and 5 mm spa-
tial resolution. The spectral characteristics of resting state networks with general-
ized inverse imaging (GIN) have been investigated by Boyacioglu at al. [167] with
50 ms TR and 3.5 mm isotropic resolution.

Keyhole techniques also allow significantly improved temporal resolution [168],
while keeping the same spatial resolution. A combination of the keyhole concept
with EPI sequences (EPIK) [169], has proven to be more robust against susceptibil-
ity and chemical-shift artifacts than single-shot EPI. The performance of EPIK, in
term of BOLD sensitivity and functional connectivity, have been evaluated by Yun
et al. [170] through a visually-guided finger-tapping task.

These acquisition advances promise that fast fMRI will become a mainstay of rs-
fMRI, with increasing usage. To further establish fast imaging, dedicated data pro-
cessing may be beneficial, such as avoiding the typically-applied low-pass filter
that removes statistical degrees-of-freedom and may insert high-frequency noise
[145] and accounting for the higher-degree temporal autocorrelation where rele-
vant [139, 156].

2.6 Multi-echo fMRI and connectomics
Multi-echo fMRI acquisition is an extension of the standard 2D BOLD EPI, which
involves acquisition of images at multiple TEs instead of only one [171–173]. The
use of multi-echo fMRI in the study of connectomics has emerged as a strategy for
contending with artifacts from head motion, imaging, and non-neuronal physiol-
ogy in fMRI datasets. Having signal time series at multiple echo times (TEs), en-
ables evaluation of both BOLD contrast dynamics and time series activity concur-
rently [171, 174, 175]. The advantages of the multi-echo fMRI approach are most
evident when assumptions regarding BOLD contrast and time series dynamics de-
viate from ideal conditions, which occurs when imaging patients, at high-field and
deep brain regions [176]. In these cases, multi-echo fMRI can separate BOLD signal
from artifacts in the time series [177]. Specifically, BOLD percent signal changes
scale linearly with TE, whereas artifactual signals from hardware instabilities, mo-
tion, or physiology do not exhibit this dependence, and are thus TE-independent.
Nevertheless, the advantages of ME-fMRI are largest when data is acquired at mod-
erate spatial resolution and at low to moderate field strength, on a system with
high-performing gradients. If these ingredients are not present, sampling multiple
echoes before TE=T2* can only be achieved with detrimentally high acceleration
factors, which counteracts the benefits of acquiring multiple echoes [61, 178].
Hence, typical multi-echo fMRI acquisition parameters at 3.0 T involve voxel sizes
from 2.0 mm to 3.5 mm isotropic, R=2 to 3 in-plane acceleration, three to five TEs
usually spanning 10-60 ms, and TR ranging from 800 ms to 3.0 s with and without
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multi-band acceleration.

Reconstructing multi-echo fMRI results in separate 3D+time datasets correspond-
ing to the different acquired TEs. Combining the separate 4D datasets into a single
time series through averaging with BOLD-sensitive weights has been shown as a
reliable means of mitigating susceptibility artifacts, increasing BOLD contrast, and
reducing thermal noise across the brain volume. Implementing a matched filter
by averaging with voxel-wise weights based on voxel-wise T2* estimates and TE
yields optimum contrast at all voxels by approximating acquisition at TE=T2* at
each voxel [172, 179]. This enhancement leads to appreciable improvements in
resting state fMRI functional connectivity mapping (and task activation) in deep
brain regions with low signal amplitude and susceptibility artifacts such as the or-
bitofrontal cortex and inferior temporal cortex [180, 181].

The TE-dependence of linear components of spatiotemporal datasets can also be
evaluated. After decomposition of multi-echo datasets with principal component
analysis (PCA) or ICA, a weighted average of goodness of fit statistics provides a
summary statistic for component-level TE-dependence, κ, and TE-independence,
ρ. This strategy is the basis for the analysis and denoising technique called multi-
echo independent components analysis (ME-ICA) [171].

Spatial ICA of the dimensionally reduced dataset produces components withκ and
ρ values that indicate subsets of component in two separable regimes. The first
shows high BOLD weighting (high κ) and low non-BOLD weighting (low ρ), and
the second has low κ, and high or low ρ (Figure 2.3). Removing components of
the low-κ regime by linear projection results in time series denoising of numerous
artifacts related to subject head motion, cardiac pulsation, in-plane and through-
plane acceleration, and even baseline signal drifts [182].

The advantages of multi-echo fMRI acquisition and analysis have been demon-
strated in a wide range of connectomic studies across field strengths, experimental
conditions, and at subject and population levels. Task-based analysis of multi-
echo fMRI shows increases in sensitivity to individual events, and with concomi-
tant resting state fMRI, intra- and inter-subject variability of task activation and
connectivity patterns is decreased [183]. Resulting increases in statistical power
lead to two- to four-fold reductions in required sample size to achieve significant
findings in key connectivity patterns, particularly across cortical and subcortical
areas and in precision connectomics [184–187].
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Figure 2.3: (left) κ and ρ spectra of an individual multi-echo dataset differentiating BOLD and non-BOLD components.
(right) Boxes highlight high-κ components in the motor cortex, hand area of motor cortex, Broca’s area network, later-
alized sensory cortex, primary visual cortices and thalamic resting state network.

Other notable areas of functional neuroscience are also seeing novel applications
of ME-ICA, particularly neuropsychopharmacology. A recent study using multi-
echo fMRI acquisition at 3 T MRI on the response of patients with major depressive
disorder to the recently FDA-approved antidepressant ketamine showed that, after
a 40-minute infusion, patients had increased functional connectivity between the
hippocampus and subgenual anterior cingulate cortex proportional to their per-
formance and activation on the incentive flanker task [188].

Because ME-ICA makes no assumptions on the number or characteristics of func-
tional networks in a given dataset, it can be used to study variations in compo-
nent number with condition. Multi-echo fMRI data acquired in a cohort of healthy
volunteers aged 40 to 80 showed a consistent reduction in the number of resting
state components 1-hour after emerging from general anesthesia [189]. A study on
multi-echo fMRI across the age range showed an exponential decrease in compo-
nent number with age from age 8 to 40, alongside increasing functional connec-
tivity in cortical networks [190]. The age-dependence of functional connectivity
network integration has also been demonstrated in a larger neurodevelopmental
study [191].

2.7 Other contrasts

Despite its high sensitivity to deoxyhemoglobin variations and widespread avail-
ability, rs-fMRI based on GE has several drawbacks: 1.) The spatial specificity is
limited, as the BOLD signal is predominantly driven by the large draining vessels.
2.) Images contain geometric distortions because of the long EPI readout and are
sensitive to signal dropout in regions near air cavities. 3.) BOLD signal does not
provide a direct or quantitative measure of brain function.
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2.7.1 SE-EPI
Although less sensitive, spin-echo EPI (SE-EPI) can also be used for BOLD imaging,
with the advantage of an increased localization of the neuronal activity [92, 192]
and higher robustness against signal dropouts[192–195]. The benefit of conduct-
ing an fMRI experiment with SE at 3T is usually low, as the gain in specificity is
not that large, susceptibility-induced distortions remain and the sensitivity loss in
some regions is quite high [92, 192]. Nevertheless, two studies showed that SE-EPI
based rs-fMRI at 3T provides higher sensitivity, specificity, and inter-subject repro-
ducibility in high-susceptibility regions [194, 195] and see Figure 2.4.

Figure 2.4: GE and SE functional connectivity maps. A seed-based connectivity map for Gradient echo (GE) and Spin
echo (SE) obtained from random effects group analysis showing the following resting state networks: default mode
network (DMN), executive control network (ECN), salience network (SN), dorsal attention network (DAN), sensori-
motor network (SMN). Differences are especially large in the inferior frontal areas of the DMN. Figure adapted from
[194].

High spatial resolution is easier at high field (see section 2.2), but there are funda-
mental difficulties for SE BOLD data acquisition at 7T. First, the TE needs to match
the longer gray matter T2, rather than the T2*, making it challenging to acquire
whole-brain data quickly. Another problem is SAR deposition because of the re-
focusing pulse (see section 2.4 and [196]). Although challenging, the 7T imple-
mentation of SE-EPI with PINS is a compelling alternative because it can achieve
fair spatial and temporal resolution [92]. Nevertheless, the sensitivity penalties are
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high, the requirements for this implementation are challenging, and the sequence
is not yet widely available.

2.7.2 ASL-CBF

With recent technical advances, Arterial Spin Labeling (ASL) is gradually becoming
a more feasible alternative to BOLD fMRI [197–199]. ASL is a non-invasive method
that uses the water present in the arterial blood as a freely diffusible intrinsic tracer
to measure tissue perfusion. Quantitative CBF maps can be obtained using Bux-
ton’s General Kinetic Model [200]. Similar to BOLD rs-fMRI, functional ASL exper-
iments are performed with a timeseries acquisition where a pairwise acquisition
(label-control) is acquired [197].
There are several possible labelling implementation schemes for ASL. Due to its
straightforward implementation and relatively high SNR, pseudocontinuous (pCASL)
labelling has become the method of choice for most ASL experiments [201]. Al-
though the typical readout is 2D GE EPI, the timing differences between slices
mean that for a whole-brain resting state connectivity measurement, 3D acqui-
sitions are usually preferable. BOLD contamination can be quite pronounced be-
cause of the GE-EPI readout. Hence, a 3D Gradient and Spin-Echo (GRASE) read-
out [202] emerged as an alternative to the 2D readout [203], providing higher SNR
and more brain coverage. The 3D GRASE acquisition, in combination with pCASL
and Background Suppression (BS) [204] seems to be the current optimal protocol
for both static and dynamic resting state ASL, though it is not yet widely available
[198, 201]. Another motivation for an ASL acquisition at high field is the prolonged
blood T1, which can amplify the perfusion signal. There are not many ASL fMRI
experiments at 7T but an interesting study employed Turbo-Flash (Fast Low Angle
Shot) ASL (both pCASL and PASL) and showed its feasibility in a 7T resting state
experiment [205].
Compared to GE-EPI, ASL offers a direct and quantifiable CBF measure, and in-
creased spatial specificity to neuronal activity due to the capillary signal origin of
ASL. The main drawbacks of ASL are its intrinsic low signal-to-noise ratio (SNR),
and the temporal resolution, which is usually much lower than BOLD GE rs-fMRI
protocols. Despite its disadvantages, ASL has gained considerable attention. Sev-
eral studies demonstrated the viability of characterizing intrinsic brain activity with
ASL maps [198, 206–209]. The recently improved post-processing methods for sub-
traction and filtering have also contributed to the rising number of resting-state
functional connectivity studies using ASL [51, 210–213].
ASL has been used as an alternative to rs-BOLD in several clinical investigations
in Schizophrenia [214–216], chronic fatigue [217], epilepsy [218, 219], healthy age-
ing [220] and psychosis [221]. Recent studies show that ASL provides enough sta-
tistical power, reproducibility and low-frequency variations comparable to BOLD
[207, 222], but it is still limited by partial brain coverage in the majority of the se-
quences used.
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2.7.3 VASO-CBV
Similarly, spontaneous fluctuation in CBV-weighted signal can also be used for
resting state functional connectivity [44, 223–225]. The Vascular Space Occupancy
(VASO) sequence takes advantage of the T1 differences between blood and the sur-
rounding tissue to null blood signal and measure CBV changes [226]. Recently,
VASO fMRI gained attention because it offers higher spatial specificity than GE
BOLD [227, 228]. Similar to ASL, much smaller coverage is achieved in VASO than
in BOLD fMRI experiments. Also, VASO is less sensitive than GE BOLD fMRI [229].
The first study that showed VASO-CBV resting-state functional connectivity was
conducted by Miao et al. [224], using a 3T scanner. For a whole-brain acquisi-
tion, a single-shot 3D GRASE readout was used [230], which also yields increased
SNR, minimum BOLD contamination and low sensitivity to susceptibility arte-
facts. Their functional connectivity analysis consisted of a thorough comparison
between VASO-CBV and BOLD using ICA and seed-based analysis, identifying the
DMN, salience-, executive control-, visual-, auditory-, and sensorimotor networks.
Another exciting study was published by Zhang et al. [225], comparing GE BOLD,
CBF and CBV resting-state functional connectivity metrics within the same group
of subjects using a seed-based approach. Both VASO and ASL were more specific
and less sensitive than GE-BOLD (Figure 2.5). These differences are at least par-
tially biologically driven [225].

Figure 2.5: Left/Right executive control networks identified with a seed-based analysis of the A) blood oxygen level
dependent (BOLD), B) vascular space occupancy (VASO) and C) Arterial Spin Labeling (ASL) data. Figure adapted
from [225].

A recent VASO variant was used for resting state connectivity analysis at high spa-
tial resolution (< 1mm) in a small slab covering M1 [231] and will be described
in section 2.8 below. A Slice Selective Slab Inversion VASO [232] was employed
to acquire VASO-CBV and BOLD simultaneously using an interleaved acquisition.
Recent technical improvements with Multiple Acquisitions with Global Excitation
Cycling (MAGEC) [223] allow whole-brain coverage and detection of a larger num-
ber of networks.

2.8 Laminar connectivity
Ultra-high magnetic fields open up novel avenues in the mapping of functional
specialization and the flow of information between and across the cortex [5, 8].
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The thickness of the human cerebral cortex ranges from 1-4 mm [3] and is highly
convoluted. As we cannot distinguish the six layers of the neocortical microcircuit
[233], the BOLD signals are typically described in terms of cortical depth [5], which
relates loosely to the different cortical layers: feedforward projections arrive in the
granular layer (L4), feedback projections terminate in the more superficial supra-
granular layer (L2/3) and the deeper infragranular (L5/6), while lateral fibers target
all areas [233]. Increasing the spatial resolution results in more accurate sampling
of the signals arising across depth [234]. In other words, a conventional 3T fMRI
protocol with a voxel dimension of 3 mm practically samples 2 "layers" of the cor-
tex, rendering interpretability at mesoscopic level pointless due to partial volum-
ing; signals from multiple layers/sources are sampled as one [227, 235]. With sub-
millimeter fMRI, multiple cortical depths can be separated [236].

While promising, high-resolution (sub-millimeter) laminar fMRI also faces chal-
lenges [5]. The cortical vascular architecture poses a difficulty for the interpreta-
tion of the BOLD signal across depth, as BOLD signal originates primarily from
field distortions resulting from deoxygenated blood draining via venules and in-
tracortical veins to larger pial veins at the cortical surface [42, 45, 237]. While this
problem is inherent to the GE-BOLD-contrast, its consequence is magnified while
interpreting signals across depth [236, 238]. The vascular architecture means that
venous blood from deeper layers contributes to the BOLD signal in upper layers as
it flows towards the pial surface [42, 239]. Advanced modeling strategies capturing
the contribution of venous effects [42, 239–242] might enhance interpretability of
laminar signals [243]. Given that extravascular contamination from the veins at the
pial surface decreases rapidly away from the cortical surface [244] and signals from
central layers can be distinguished from those of pial veins [245], issues inherent
to GE-BOLD at the laminar level can, to some extent, be mitigated.

Recognizing these challenges, efforts to map connectivity using resting-state fMRI
across and between layers and to develop analysis-strategies are only slowly ap-
pearing [223, 235, 246, 247]. One of the most prominent examples of laminar rs-
fMRI with seed-based connectivity showed that the primary motor area (M1) re-
ceived somatosensory and premotor input in superficial layers and cortico-spinal
motor output in deep layers using a slab-selective VASO contrast with 0.75mm
isotropic resolution [231]. Though challenging, the feasibility of probing laminar
connectivity with gradient-echo approaches is increasingly being recognized [248];
using a TR-external GE-EPI with keyhole (EPIK) sequence with 0.63mm isotropic
resolution, Pais et al. were able to show that during rest, the superficial layers show
high coherence (a measure of "similarity in frequency content", rather than "cor-
relation in the time domain", thought to be less affected by draining vein effects
[248]). The scope of laminar connectivity has also been broadened towards task-
related processes. Depth-dependent connectivity patterns were observed during
motor [248] [0.63 mm isotropic], language [0.943x0.9 mm] [249], and auditory [1.5
mm isotropic] [250] processing; all showing the contribution of deeper layers to
task performance using a GE-EPI acquisition scheme. These early studies high-
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light the impact of laminar connectivity, adding an additional dimension to our
understanding of the brain using non-invasive methods [223].

2.9 White matter
Although the overwhelming majority of connectivity studies are targeting gray mat-
ter networks, there is a recent interest in white matter functional connectivity based
on resting state BOLD data. These signals are much smaller than those in gray mat-
ter, as both the blood flow [251] and blood volume [252] are much lower in white
matter than in gray matter. Hence, reports of BOLD responses in white matter are
relatively rare. The existing literature of task-based responses is mostly focused on
the large white matter bundles in the corpus callosum [253]. Nevertheless, the sig-
nal fluctuations found in the white matter in resting state data do show consistent
networks [254]. These networks can be found with similar analysis approaches
as used to identify the cortical resting state networks, such as ICA or clustering ap-
proaches [255, 256] and white matter voxels have been shown to contribute at least
a little to brain-wide networks [257].

In terms of acquisition, the same T2* weighted EPI images are acquired for white
matter network identification as for cortical resting state analysis. Images tend to
be acquired at 3T with a modest spatial resolution of 3.5 mm and TE of ∼T2*. For
the post-processing, a masking step is added to remove the gray matter, so as to
avoid signal swamping from the large BOLD responses. This suffices to make the
further post-processing analysis sensitive to the signal correlations in the white
matter networks.

In 2016, Ding et al [255] showed that the resting state connectivity found in white
matter is indeed BOLD-like and TE-dependent, and, hence, separate from phy-
siological effects that are S0-based [171]. The same group showed that a hemody-
namic response function, HRF, can be derived for white matter [258]. This white
matter HRF has a reduced peak amplitude and delayed peak times compared to
the gray matter HRF.

These findings have recently led to the publication of a few papers specifically in-
vestigating white matter resting state connectivity, for example observing differ-
ences in these networks during baseline or movie watching [256] or differences in
clinical populations, such as patients suffering from epilepsy [259] and mild cog-
nitive impairment [260].

2.10 Conclusions
In this review, we presented the most common and recent approaches for different
resting state studies, specifically focusing on acquisitions and hardware improve-
ments. In each section, applications have been discussed, to show the potential of
rs-fMRI and its growing availability and usage for both fundamental neuroscience
and clinical investigations.
In Table 2.1, we summarize the most common approaches in terms of imaging
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sequence, spatial and temporal resolution, required field strength and subject be-
havior, for different purposes, depending on which subject population or specific
brain activity is the object of the study.
Overall, we can conclude that lower field strength (3T) is more suitable for large
patient studies, where whole brain coverage is required, while extremely high spa-
tial resolution is not essential. For this kind of investigations, multi-band or 3D EPI
methods can be used, with a sub-second acquisition time, as well as 2D EPI or 2D
pCASL EPI, with TRacq ranging from 3 to 5 s. For most of these applications, sub-
jects are instructed to keep their eyes open and fixate on a fixation cross, except
for multi-center studies, where eyes close condition is best to avoid differences in
stimulus displays.
Instead, when specific brain regions are targeted (such as when studying deep gray
matter, or connectivity within layers for a certain gray matter area), higher field
strengths or alternative acquisitions (ME-EPI, VASO/ASL) are more suitable. 7T is
essential to reach sub-millimeter spatial resolutions, and this is usually combined
with smaller brain coverage.

In conclusion, the exact acquisition parameters will depend on the objective of the
study at hand. Nevertheless, this review and Table 2.1 can guide the new rs-fMRI
user to make an informed choice from the possible acquisition schemes currently
available for rs-fMRI for functional connectomics.
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2. Advances in resting state fMRI acquisitions

Application Magnetic
Field

Spatial
Information

Acquisition
Approach

Subject’s
Condition

Large groups
of patients,

single-
center study

3T Whole brain
coverage (14cm)
moderate spatial

resolution
(2-3mm);
Cerebrum

coverage Spatial
resolution
(3-4mm);

quantitative CBF
also acquired

Multiband EPI
or 3D-EPI,

TRacq

sub-second;
2D pCASL EPI
TRacq 3-5s (use
ASL for qCBF

and
connectivity)

Eyes open,
fixation

cross

Large groups
of patients,

multi-center
study

3T Whole brain
coverage (14 cm)
moderate spatial

resolution
(2-3mm)

2D-EPI, TRacq

2-3s to avoid
differences

between
vendors

Eyes closed

Individual
subject or

moderately
powered
patient
studies,

seed-based
analysis of
subcortical
structures

3T, 7T Whole brain
coverage (14 cm)
moderate spatial

resolution
(2-3mm)

Multi-echo
EPI, 3-4 TEs,
TRacq=2.5s

(single-band)
TRacq=1.0s

(multi-band);
ME-ICA

Eyes open,
fixation

cross

Changes
within a
network

upon
task-related
activation

7T Coverage of
network of

interest, higher
spatial

resolution (1.5
mm)

Multiband EPI
or 3D-EPI,
TRacq ∼2s

Eyes open,
fixation

cross/ task

Connectivity
within layers
of a specific
gray matter

area

7T Coverage of area
of interest;

Sub-millimeter
resolution

(0.7-0.8 mm)

VASO with
TRacq 3s or

T2*-w 3D-EPI,
TRacq ∼2s

Eyes open,
fixation

cross

Table 2.1: Common resting state fMRI acquisition approaches for different study’s goals.
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3. Gradient-echo line-scanning (GELINE)

Abstract

Functional magnetic resonance imaging (fMRI) is a widely used tool in neuro-
science to detect neurally evoked responses, e.g. the blood oxygenation level- de-
pendent (BOLD) signal. Typically, BOLD fMRI has millimeter spatial resolution
and temporal resolution of one to few seconds. To study the sub-millimeter struc-
tures and activity of the cortical gray matter, the field needs an fMRI method with
high spatial and temporal resolution. Line-scanning fMRI achieves very high spa-
tial resolution and high sampling rate, at the cost of a sacrifice in volume coverage.

Here, we present a human line-scanning implementation on a 7T MRI system.
First, we investigate the quality of the saturation pulses that suppress MR signal
outside the line. Second, we established the best coil combination for reconstruc-
tion. Finally, we applied the line-scanning method in the occipital lobe during a
visual stimulation task, showing BOLD responses along cortical depth, every 250
μm with a 200 ms repetition time (TR).

We found a good correspondence of t-statistics values with 2D gradient-echo echo
planar imaging (GE-EPI) BOLD fMRI data with the same temporal resolution and
voxel volume (R = 0.6 ± 0.2).
In summary, we demonstrate the feasibility of line-scanning in humans and this
opens line-scanning fMRI for applications in cognitive and clinical neuroscience.
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3.1. Introduction

3.1 Introduction
Functional magnetic resonance imaging (fMRI) is a widely used tool in neuro-
science, where most fMRI studies are based on blood oxygenation level-dependent
(BOLD) contrast weighted imaging [22]. fMRI data are typically acquired using
Echo Planar Imaging (EPI). EPI is an efficient sampling method, with up to submil-
limeter spatial resolution and a temporal resolution usually in the order of seconds.
Spatially, the neurons, however, are organized in columnar and laminar structures
measuring in the hundreds of micrometers [5]. Temporally, neurons communi-
cate at the microsecond level. The BOLD response features carry information in
the range of hundreds of microseconds [32, 159]. A subsecond, preferably ∼100m
s sampling rate in fMRI is necessary to detect temporal features of the hemody-
namic response function (HRF) that specify how the hemodynamic signal propa-
gates through the functional at the mesoscopic scale (cortical layers).
Advances in fMRI methodology have been aimed at increasing both the spatial and
the temporal resolution of fMRI, with the final goal being sub-millimeter spatial re-
solution and sub-second sampling rate.

Ultra-high magnetic field strength MRI systems allow fMRI data acquisition with
high spatial resolutions [261] because of the increases in signal-to-noise ratio (SNR)
[26] and contrast-to-noise ratio (CNR) [29, 58] with the magnetic field strength B0.
In general, different spatial resolutions are required, depending on the functional
unit which are the study object. Human cortical thickness varies between 1 and
4.5 mm, with an overall average of approximately 2.5 mm [3]. Within the cortex,
different layers can be distinguished; hence sub-millimeter spatial resolution is a
prerequisite in terms of spatial resolution for layer resolved fMRI studies. Here,
we specifically focused on the human visual cortex which has a cortical thickness
around 2 mm, and is composed of 6 layers. In this context and region, we believe
that a spatial resolution of 250 μm is the minimal resolution to detect functional or-
ganization both at columnar (∼500 μm) and laminar level (∼500 μm) [5, 8]. Other
regions of human cortex, such as motor cortex, are slightly thicker, and contain
fewer discernable layers. Here a spatial resolution of 500 μm might be adequate to
resolve signals at different cortical depths, corresponding to the cortical layers.
Similar voxel sizes are required for macaque (ocular dominance columns ∼400 μm
and laminae ∼100–500 μm) [262] and other primates. However, in rodents, corti-
cal thickness ranges from 900 μm to 3400 μm [263], so higher spatial resolution is
required to distinguish these layers with sufficient accuracy.

Animal experiments have demonstrated cortical layer specific fMRI activations with
spatial resolutions as high as ∼100-200 μm [264–266]. Cortical depth-dependent
BOLD fMRI activations in humans have also been shown in the primary visual,
auditory and motor cortices, typically with spatial resolutions in the range of 750-
1300 μm [236, 267, 268]. However, an increase in spatial resolution usually comes
at the cost of temporal resolution and longer scan times as more points have to be
sampled to obtain the same brain coverage.

Different methods have been developed to achieve higher temporal resolutions;
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3. Gradient-echo line-scanning (GELINE)

undersampling techniques such as partial Fourier (PF) [33] and parallel imaging
(PI) [35, 36], as well as compressed sensing [269] are now widely available. These
can also be applied to EPI sequences, but the gain in temporal resolution is not
very high because of the requirement to keep the echo time (TE) close to the tissue
T2*. Strongly accelerated SMS-EPI (15-fold total acceleration) sequences using a
custom 32-channel coil for 7 T can lead to 1.5 mm isotropic resolution with sam-
pling rate of 1.2 s and all brain coverage [157].
Larger speed gains can be obtained for 3D acquisition schemes, where the third
dimension can be undersampled in order to obtain shorter scan time [40, 157],
similar to what has been achieved successfully with simultaneous multislice imag-
ing [38, 161]. All these methods allow whole-brain coverage.

Other strategies need to be adopted to reach a combination of very high temporal
and spatial resolution for BOLD fMRI studies, since all high-resolution EPI-based
methods are still relatively slow due to the slice phase-encoding steps or multi-
ple slice acquisitions. Acquiring only single-slice data allows a very fast acquisi-
tion, with repetition times (TR) down to ∼200 ms. In order to simultaneously in-
crease the spatial resolution, one could reduce the in-plane field-of-view (FOV),
in combination with an outer volume suppression (OVS) scheme, similar to so-
called zoomed imaging [270]. The smaller FOV allows sub-millimeter resolution
and a faster sampling as a smaller imaging matrix is acquired [271]. Specific FOVs
have been adapted to map different brain regions with high in-plane spatial reso-
lution. [43, 272] focused on ocular dominance columns in the visual cortex with
elongated voxels, while Huber et al. [231] studied the laminar activity of motor
cortex with similar anisotropic voxels. Kashyap et al. [45] achieved unprecedented
0.1 mm in-plane spatial resolution to resolve laminar activation in human visual
cortex with even more anisotropic ‘pancake’ voxels, optimized for the sampling of
cortical depth.

The sampling time can be further shortened if the phase-encoding steps are com-
pletely skipped. This extreme approach is dubbed line-scanning and, as the name
suggests, involves the acquisition of only one line of interest. A single-slice is ex-
cited and the signal outside the line of interest can be suppressed through satura-
tion (OVS) pulses. The phase-encoding in the direction perpendicular to the line
is omitted, and the line signal is then acquired after every excitation pulse. Line-
scanning fMRI has been successfully implemented by pioneering studies conduc-
ted by X. Yu et al. [50] in rodents on a 11.7 T MRI system. Line-scanning fMRI data
were acquired in rodents with 50 ms temporal resolution and 50 μm spatial reso-
lution along the line. They managed to extract high-fidelity BOLD hemodynamic
response functions (HRF) of cortical laminae. Specifically, the laminar position
of BOLD fMRI onsets were mapped according to the neural input applied in so-
matosensory and motor cortices of rats. Other preliminary studies have shown the
feasibility of line-scanning in humans at 3T [273] and promising results for neuro-
science applications at 7T [274]. Specifically, Morgan et al. showed preliminary re-
sults identifying cortical layers in the human primary visual cortex through multi-
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echo line-scanning.

In this study, we investigated gradient-echo line-scanning fMRI for human appli-
cations, with in-line spatial resolution of 250 μm and temporal resolution of 200
ms. We discuss the implemented pulse sequence, data reconstruction and anal-
ysis. We compared the BOLD sensitivity of line-scanning with a fast single-slice
gradient-echo BOLD EPI sequence using a block-design visual task. We previously
presented initial findings on these investigations [275, 276].

3.2 Materials and Methods
3.2.1 Data acquisition
Nine healthy volunteers (4 male, 30±5 years old) participated in this study after
providing written informed consent as approved by the medical ethics committee
of the Amsterdam University Medical Centre. The guidelines of the Helsinki Dec-
laration were followed throughout the study. All participants were screened prior
to the experiments, to ensure MR compatibility.

All volunteers were scanned on a 7T MRI system (Philips, Netherlands) equipped
with a 2 channel transmit, 32 channel receive head coil (Nova Medical, USA). We
acquired line-scanning data using a modified 2D gradient-echo (GE) sequence, de-
picted in Figure 3.1a.
To suppress the signal outside the targeted area in the line of interest, we applied
two slab-selective spatial radiofrequency (RF) saturation pulses for outer volume
suppression (OVS), before slice excitation. The spatial saturation pulses had a
pulse duration of 7.16 ms, a pulse flip angle of 97° , RF amplitudes of 4.85 μT and
4.67 μT respectively, related gradients with 0.27 mT/m gradient strength and du-
ration of 7.76 ms (note this includes the slope time). Fat suppression was applied
before the OVS using the vendor implementation of spectral presaturation with
inversion recovery (SPIR), adjusting the frequency offset to 250 Hz and bandwidth
to 1000 Hz. All the prepulses (including fat suppression and OVS) were repeated
every TR. The phase-encoding gradients were turned off so that the signal col-
lapses along the phase-encoding direction into a line profile. The different ‘phase-
encoding steps’ hence become time points in a functional experiment. The equiv-
alent in k-space is the acquisition of one line, crossing the center k-space point
(kPE = 0), every TR (Figure 3.1b), which represents mainly the signal coming from
the region between the two saturation slabs, i.e. the “line”. The parameters of the
functional acquisitions were as follows: readout direction, line resolution: 250 μm,
array size: 720 points along the line, line thickness in the ‘slice’ direction: 2.5 mm.
The nominal in-plane line width, or gap between the two OVS slabs, was 4 mm, TR
200 ms and flip angle of 16°, with a total of 520 timepoints per run. The readout
was performed with a gradient duration of 22.28 ms and strength of 4.26 mT/m,
resulting in a readout bandwidth of 45.4 Hz/pixel. No SAR restrictions were en-
countered, vendor SAR level estimation never exceeded 47% of the local SAR limit.
A TE of 13 ms was used for the first 3 subjects. In these subjects, we investigated the
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3. Gradient-echo line-scanning (GELINE)

optimal coil combination approach, line-scanning temporal SNR and BOLD sensi-
tivity. A TE of 22 ms was used for the other subjects, where we compared the BOLD
sensitivity between the line-scanning and a fast single-slice GE-EPI sequence (see
below).
In each session, one phase-encoded scan (without OVS) was acquired as an anatom-
ical reference for the line-scanning data. Moreover, one phase-encoded scan (with
OVS) was acquired before and one after the functional scans, to assess possible
subject motion and to generate coil sensitivity maps. Subjects’ motion across dif-
ferent runs was evaluated through frame-wise displacement [277]. Scan parame-
ters matched that of the line as much as possible: voxel size 250x250 μm2, matrix
size 720x180, slice thickness=2.5 mm, TR=103 ms, flip angle=16° and TE=13 ms.

ba

c d e

TE

RF

slice

SPIR Saturation 
pulse 1

Saturation 
pulse 2
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signal

TR

OVS 1

OVS 2

x

Figure 3.1: (a) Schematic of the gradient echo line-scanning (GE-line) sequence. Phase-encoding gradients are re-
moved so that signal collapses along the phase-encoding direction into the line profile. Two saturation pulses sup-
press the signal outside the relevant cortical area, i.e. acting as outer volume suppression slabs. (b) The line-scanning
k-space sampling pattern: acquisition of the same kFE line every TR. (c) Acquired slice. (d) outer volume suppression
(OVS): placement of saturation slabs to suppress unwanted signal outside the line of interest, depicted by the gap
(4mm) between the saturation slabs, in right/left direction across visual cortex. (e) effect of the OVS on the phase-
encoded slice, i.e. LSD image.

The line-scanning signal is defined as the projection of all the signals originating
from the slice with OVS, which we here dub the line signal distribution image (LSD
image, see Figure 3.1c). Therefore, voxels can only be assigned to a certain tissue
type if the signal is homogeneous along the phase-encoding direction, otherwise
a mixture of tissue types is likely present due to partial volume effects. Hence, the
line was, wherever possible, positioned orthogonal to the cortical ribbon across
the two hemispheres, along the right-left axis and crossing the visual cortex. In
Figure 3.1c, an anatomical scan of the acquired slice is shown. Figure 3.1b and c
indicate the positions of the OVS slabs and give a visual impression of their signal
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saturation effect outside the line (Figure 3.1e).

We acquired functional data using a block design visual task in 6 runs of 104 s each,
using a strong visual stimulus to elicit robust BOLD responses in the occipital cor-
tex. A full-field 20 Hz black and white flickering checkerboard was presented in
blocks for 10 s on/off, starting with 4 s baseline and finishing with 10 s baseline.
Subjects were asked to fixate on a fixation cross present during the OFF condition
and in the center of the checkerboard during the ON condition.

To assess the line-scanning BOLD sensitivity, we acquired a phase-encoded fast
single-slice EPI BOLD fMRI dataset in 5 volunteers for comparison. Here, fMRI
data was recorded using a single-slice GE-EPI acquisition with a 1x1 mm2 in-plane
spatial resolution and 2.5 mm slice thickness to match voxel volume in the line
data. Other parameters were: matrix size 176x176, TR=200 ms, TE=22 ms, flip
angle=30°, SENSE factor 3, partial Fourier=0.8. One run of 520 timepoints was
acquired, leading to a total acquisition time of 104 s. Note that the temporal re-
solution (200 ms) was matched to the line-scanning fMRI. The same functional
stimulus was used as for the line-scanning acquisitions. For a more direct compar-
ison the value used for the line-scanning acquisition and the single-slice GE-EPI
are reposted in Table 3.1. Notice that TR and TE were chosen to be exactly the
same, as well as the overall voxel volume. Note, the FA was slightly different (16°
for line-scanning and 30° for GE-EPI). However, this discrepancy leads to a small
relative signal difference and should not influence the final results (less than 1.1%
using the signal equation for a spoiled gradient-echo acquisition and a T1 of 1800
ms for gray matter tissue, see also the Discussion section).

Line-scanning 2D GE-EPI

TR 200 ms 200 ms

TE 22 ms 22 ms

FA 16° 30°

Spatial resolution 0.25x4x2.5 mm3 1x1x2.5 mm3

Table 3.1: Acquisition parameters for the comparison between line-scanning and 2D GE-EPI.

3.2.2 Reconstruction
The reconstruction was performed offline using Matlab (Mathworks Inc, USA) and
MRecon (Gyrotools, CH). Four different reconstruction methods to combine the
multi-channel line-scanning data were compared.

1. Sum of squares (SoS)

2. Weighted SoS using the tSNR per coil element (tSNR)

3. Weighted SoS using the coil sensitivity maps (csm)
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4. Combination of 2) and 3), as follows: S(x) =
∑Nc

i=1 wi (x)∗Si (x)√∑Nc
i=1|wi (x)|2

where S is the

MRI signal, Nc is the number of channels of the receive coil (Nc=32), and
wi (x) = con j (csm)∗ tSN R(x) per coil as the weighting factor.

Coil sensitivity maps (csm) were obtained from the phase-encoded reference scan
that included OVS slabs (Dat apy ), according to the following formula:

csm = Re(Dat apy )+ i ∗ Im(Dat apy )∑Nc
i=1

∣∣Dat apy
∣∣2

Where Re and Im indicate the real and imaginary part of Dat apy . Dat apy were
first smoothed with a 2D Gaussian smoothing kernel, with a full-width-at-half-
maximum (FWHM) of 7 mm. Finally, the 2D csm were summed along the phase-
encoding direction over the region where the slice was positioned, so their di-
mensions matched that of the functional line-scanning data. The coil combina-
tion yielding the highest tSNR of the resulting time-series was used for subsequent
analyses. tSNR was evaluated through:

tSN R = S(t )

σ(S(t ))

Where S(t ) is the mean signal over time andσ(S(t )) is the standard deviation of the
signal across time.

3.2.3 Analysis
We evaluated the performance of the OVS as the ratio of the mean signal inten-
sity between a scan with and without OVS in regions of interest (ROI) inside and
outside the line. We also report the signal leakage from outside the line into the
equivalent line scan area. This line-scanning signal leakage is computed as the
fraction of signal from outside the line and the total signal in an equivalent line
scan (i.e. complex addition of all signals in the phase-encoding direction). In the
same way we evaluated the signal coming from inside the line. The mean signal
profile perpendicular to the line was also computed and the FWHM was used to
estimate the effective line width.

Subject motion across different runs was estimated for all sessions through the
framewise displacement evaluation of the LSD images acquired in the beginning
and at the end of the scan session. Additionally, the motion within single runs was
evaluated through the displacement of the line center of mass (root mean square
displacement). Data from one subject, presenting an average root mean squared
displacement across runs higher than 0.6 mm, were excluded from the analysis.

Functional data were analyzed using a general linear model (GLM) approach to as-
sess the line-scanning and 2D GE-EPI BOLD sensitivity. T-statistics values (t-stats)
were computed to select active voxels. For the computation of line-scanning t-stats
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we averaged over the 6 runs, while to have a proper comparison with the GE-EPI
we considered each line-scanning run separately, in order to have the same de-
grees of freedom (only one run of GE-EPI fMRI was acquired).
To compare line-scanning and single-slice GE-EPI fMRI acquisitions we modified
the GE-EPI data in two ways, to make the 2D data comparable to line data. This
double approach was chosen to confirm that the performance of the OVS was ad-
equate for fMRI experiments and that any leaked signal from outside the line of
interest did not influence the final results of the GLM analysis. First, we multi-
plied the LSD image by the single-slice BOLD time-series data after matching the
spatial resolution of the LSD image to the one of the single slice GE-EPI (CASE1-
LSD). The resulting image was summed along the phase-encoding direction to ob-
tain “line data” for the GE-EPI, prior to computation of t-stats, giving rise to an
activation profile along the line. For the second approach (CASE2-NOM), we se-
lected the region where the line was nominally positioned in the GE-EPI scan and
again summed along the phase-encoding direction in that region, before the GLM
analysis. For a better understanding of the two approaches, see also Figure 3.6 in
the supplementary material. In both cases, we manually aligned the line-scanning
data to the 1D versions of the image data and averaged the line-scanning data ev-
ery 4 voxels in the readout (line) direction, in order to match the spatial resolutions
of the two acquisitions. Then we calculated the Spearman’s correlation (R) between
the t-stats in brain tissue regions of every line-scanning run and the GE-EPI CASE1-
LSD t-stats and the CASE2-NOM t-stats, yielding two correlation values (RCASE1-LSD

and RCASE2-NOM). Comparing RCASE1-LSD and RCASE2-NOM will allow us to quantify
the out-of-line BOLD contamination. We also estimated the correlation of the t-
stats between CASE1-LSD and CASE2-NOM (RCASE1,2). In addition, we evaluated
the correlation coefficients between t-stats of every run of line-scanning with re-
spect to each other, to estimate the stability over time. Kolmogorov-Smirnov test
was performed on the distributions of t-stats for the line-scanning, CASE1-LSD
and CASE2-NOM data, and it rejected the null hypothesis at the 5% significance
level for all cases. For this reason, we used the non-parametric Spearman’s corre-
lation coefficient for the correlation analyses.

Finally, we report an example of cortical depth profile in a small line segment (9
voxels), as well as the temporal behavior of the same voxels. We chose a region
where the line was perpendicular to the cortical surface. We averaged the signal
across runs and across trials to get the signal profile in percentage signal change
(PSC) across 20 s of visual stimulus.

3.3 Results
Figure 3.2a shows the tSNR along the line-scan direction for the four different coil
combinations, for one run of line-scanning data of a representative subject. All
weighted combinations resulted in an increase in tSNR compared to the simple
SoS coil combination for reconstruction. Importantly, the weighted combination
of both tSNR and csm outperformed the other approaches in terms of tSNR in all
individual datasets. In pilot experiments, this result was consistent across volun-
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teers and runs. Hence, this coil combination was used for all subsequent analyses.

Figure 3.2: (a) tSNR for different coil combinations for an example dataset: sum of squares (red curve, SoS) and
weighted combinations using tSNR per single channel (green curve, tSNR per coil), synthetic coil sensitivity maps
(evaluated from data acquired with the phase-encoding enabled and applied saturation pulses for OVS (blue curve,
csm) and merged combinations of the previous two methods (yellow curve, csm and tSNR). (b) Signal profile perpen-
dicular to the line for a representative subject, to assess the signal suppression outside the region of interest, OVS slabs
are indicated by the purple rectangles. The line-width is measured as the FWHM of the signal profile, represented by
the dashed black lines.

Figure 3.2b shows the signal profile perpendicular to the line to assess the signal
suppression outside the region of interest. Note that the magnitude values are
shown in this plot, hence noise in the suppressed regions is amplified due to the
imaging data being complex.
Data are shown for a representative subject. The signal within the line of interest
has a peaked profile, i.e. it does not reach a plateau between the two OVS slabs. The
OVS slabs are nominally spaced 4 mm apart, hence 16 × 0.25 mm phase-encoded
voxels would be contributing signal if the OVS profile were an ideal step-function.
Experimentally, on average across all subjects, the mean line width (FWHM) was
6.9±1.0 mm (mean ± std), hence more phase-encoded voxels are effectively con-
tributing to the line-scanning signal.

Table 3.2 contains the FWHM and OVS values for all subjects, as well as the % of
the signal coming from the line and the % signal leakage.
The performance of the OVS was adequate (see also Figure 3.1e). On average, the
suppression of undesired signal outside the region of interest (i.e. where satu-
rations slabs were positioned) was 94.3±1.3 % (mean ± std over subjects). This
equals to 5.7±1.3 % (mean ± std over subjects) of signal that was still present out-
side the region of interest. The signal within the line of interest is also reduced due
to saturation slabs, but the residual signal inside the line is on average 61.5±11.8 %
(mean ± std over subjects).
Regarding the estimation of signal coming from inside and outside the line, com-
pared to the signal coming from the all the LSD image, we estimated that, on av-
erage across subjects, 42±5 % (mean ± std over subjects), of the signal is coming
from the line, while 58±5 % (mean ± std over subjects) is originating from outside
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the line.

Subject Saturated
signal

outside line
[%]

Residual
signal inside

line [%]

FWHM
[mm]

Signal
coming

from the
line [%]

Signal
leakage

[%]

1 92.0 83.5 6.7 39.9 60.1

2 94.8 57.8 6.5 37.1 62.9

3 95.0 54.3 7.0 44.7 55.3

4 94.9 55.3 8.3 40.3 59.7

5 94.2 63.2 5.9 48.9 51.1

6 96.3 51.7 5.6 49.2 50.8

7 92.8 75.2 8.5 40.0 60.0

8 94.3 51.1 6.8 36.3 63.7

mean 94.3 61.5 6.9 42.0 58.0

std 1.3 11.8 1.0 5.0 5.0

Table 3.2: Percentage of saturated signal outside the line, residual signal inside the line and full-width-at-half maxi-
mum of the line profile, signal originating from the line and signal leakage, for all subjects.

An example line-scanning dataset of a representative subject, averaged over 6 runs,
is shown in Figure 3.3a. The color map represents the signal intensity as a function
of position (vertical axis) and time (horizontal axis). The stability over time and
the limited effect of subject motion in the left-right direction is clear from the sta-
bility of the horizontal bands of signal in Figure 3.3a. The motion in the left-right
direction, estimated for every run and subject through the root mean square dis-
placement of the line center of mass, was on average 0.32±0.14 mm (mean ± std
over runs and subjects), apart from one subject which was rejected from the anal-
ysis, since the averaged root mean square displacement across runs was 0.85±0.22
mm (mean ± std over runs).
Subject motion estimated from LSD images acquired before and after each run
showed that the average displacement over the whole scan session (around 40
minutes) was 0.71±0.65 mm (mean ± std over subjects). Figure 3.3b shows the
mean signal intensity profile along this line through the occipital lobe. This mean
signal also represents the anatomical profile along the line.
Figure 3.3c shows t-stats overlaid on the anatomical scan for a representative sub-
ject. The white arrows indicate the voxels with highest activation. Note that there is
good spatial correspondence between the positive BOLD t-stats and the grey mat-
ter ribbon in the depicted dataset. In Figure 3.3d, an example time course for a
single voxel (t-stat = 25) is plotted, showing a strong BOLD response along with the
predicted BOLD response from the GLM in blue.
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Figure 3.3: (a) line-scanning data, averaged over 6 runs and (b) mean intensity signal over the line for a representative
subject. (c) t-stats (plot in yellow and colormap on the bottom) superimposed on the anatomical scan for the acquired
slice. In the color map, yellow colors represent the highest t-stats and dark blue colors negative t-stats. The position
of the line is indicated with a blue box. White arrows indicate voxels with highest activity. (d) time course for a voxel
with the raw time-series in orange and the predicted BOLD responses from the GLM in blue.

Figure 3.4 shows the comparison of line-scanning (3.4a) and single-slice, TR-matched,
GE-EPI BOLD fMRI (3.4b). To compare the single-slice GE-EPI and line-scanning
data along the line, the GE-EPI scan was multiplied by the LSD image, in order to
obtain a version of GE-EPI with the same line profile as the line-scanning dataset.
The signal was then summed in the phase-encoding direction in order to obtain
the activation profile for the GE-EPI data (grey lines). Using a perfect step function
to select the line signal in the GE-EPI (black line, Figure 3.4b), a similar activation
pattern is found.
Figure 3.4c shows a scatter plot of the t-stats of the single-slice GE-EPI and line-
scanning BOLD fMRI data, resampled to match the spatial resolution of the GE-
EPI scan. Data is shown for all runs of a representative subject.
Figure 3.4d shows the GLM results over the whole slice for the GE-EPI acquisition,
demonstrating that the bulk of activation in the slice is located inside the line of
interest.
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Figure 3.4: (a) t-stats profile for the line-scanning BOLD data (mean over 6 runs). Blue dashed lines indicate the
thresholds (here t-stats that are greater than 15) for showing active voxels in (d) coronal slice (anatomical reference)
shown with phase-encoding and without OVS applied. Overlaid on the slice are t-stats of the line scanning data plotted
in hot colors (red to yellow). Light blue lines highlight the position of the line-scanning data. (b) t-stats profile for the
GE-EPI BOLD data obtained in the two ways: GLM approach considering the line profile (multiplication of LSD prior to
functional analysis, gray) and mean signal over the nominal line of interest (black). (e) t-stats obtained with line profile,
overlaid on the GE-EPI. Light blue lines highlight the position of the line-scanning data. (c) correlation between t-stats
of line-scanning acquisition and 2D GE-EPI with line profile approach for all runs, for the same representative subject.
(f) 2D t-stats for the GE EPI acquisition, showing that most of the activation is coming from the region inside the line,
marked with light blue lines.

The similarity of line-scanning t-stats and GE-EPI BOLD t-stats obtained with the
line profile (CASE1-LSD) is quantified for all subjects in Table 3.3 of the supple-
mentary material, through the correlation between the t-stats for the two scans.
The mean value of correlation over all runs and subjects was RCASE1-LSD = 0.59±0.17
(mean ± std).
Similar results were obtained with the second approach of comparison (CASE2-
NOM), selection of the nominal line location in the GE-EPI prior to GLM anal-
ysis. In this case the mean correlation coefficient across runs and subjects was
RCASE2-NOM = 0.49±0.21 (mean ± std, see Table 3.3 in the supplementary material,
and Figure 3.7 for the t-stats comparison of the same representative subject of Fig-
ure 3.4. The correlation coefficients of the t-stats sampled from the GE-EPI in the
two approaches were RCASE1,2 = 0.81±0.12 (mean ± std) on average over subjects,
indicating very little differences between the two approaches (see Figure 3.8).
Further analysis has been reported in the supplementary material, where Figure
3.9 shows the power spectra of the line-scanning sequence (Figure 3.9a) and the
adapted GE-EPI to have one dimensional data using the line profile, i.e. multipli-
cation of LSD image (Figure 3.9b). The time-series data was first averaged over all
voxels in the line contains data before computing the power spectrum. In both
cases the physiological contributions from the heart rate and respiration are visi-
ble.
To evaluate the stability over time of the six different line-scanning runs, we report
in Figure 3.10 the correlation between t-stats of line-scanning runs (Spearman’s
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correlation coefficient, R), averaged across subjects. Averaging across all runs and
subjects we find that the mean correlation coefficient is R = 0.77±0.04 (mean ±
std), hence t-stats are stable over time across the 6 different runs, facilitating aver-
aging over runs.

In order to show the potential of line-scanning for assessment across cortical lay-
ers, we show in Figure 3.5 an example of a layer dependent profile for a small por-
tion of visual cortex located on the edge of the calcarine sulcus, intersected per-
pendicularly by the line.

Figure 3.5: Line-scanning cortical depth analysis; (a) the region of interest (ROI) is depicted by the red box on top of
the anatomical image. (b) The BOLD response amplitude (PSC) across cortical depth and time is shown for the ROI.
(c) t-stats values for the same voxels. Highest t-stats are found for voxels containing gray matter. (d) mean PSC every 5
timepoints versus time, showing different behaviour in time, depending on cortical depth. PSC stands for percentage
signal change.

In Figure 3.5a, the region of interest is highlighted through the red box and the
percentage signal change is plotted for the same region across time (Figure 3.5b).
Figure 3.5c shows the t-statistic values for the same portion of brain, while in Figure
3.5d the PSC versus time is plotted for every voxel separately.

3.4 Discussion
In this paper, we report line-scanning fMRI results in humans combining very high
spatial and temporal resolution. Line-scanning has unique potential for laminar
fMRI due to its ability to map the BOLD signal response at the mesoscopic scale

3

46



3.4. Discussion

in humans, with a temporal resolution of a few hundred milliseconds. We demon-
strate that line-scanning can detect BOLD activation in human visual cortex, with
similar results as standard single-slice GE-EPI, but with a much higher spatial re-
solution.

We first focused on the optimization of coil combinations for the reconstruction
of line-scanning data. A coil combination including coil sensitivity maps and coil
channel tSNR for the reconstruction shows the best temporal stability, with result-
ing tSNR values that are comparable to sub-milllimeter 3D imaging and sufficient
for BOLD signal detection [161].

The line-scanning method demonstrated here relies on the use of saturation pulses
that aim to suppress the signal outside the line of interest. The saturation pulses
resulted in a good OVS but also reduced the signal inside the line. Considering the
signal coming from the line only, with respect to the total signal of the whole LSD
image, we estimate that there is, on average, 58% of signal coming from outside the
line. For future studies we will investigate whether the rotation of the slice would
reduce signal leakage from outside the line, as we could diminish the amount of
tissue orthogonal to the line. Future line-scanning efforts could also benefit from
sharper saturation profiles or spin-echo based line-scanning (i.e. beam excitation
using orthogonal 90° and 180° selective RF pulses [278] to improve the sharpness
of the line profile. At present, however, we argue that the strong correlations of t-
stats between dimension-adjusted planar (2D-EPI) obtained through CASE1-LSD
and CASE2-NOM (R=0.81±0.12) indicate that line-scanning can be used for fMRI
with very limited within slice, out-of-line BOLD signal contributions. As quan-
tification of the out-of-line BOLD signal contribution we calculated the difference
between R2CASE1-LSD and R2CASE2-NOM, R2CASE1-LSD-R2CASE2-NOM= 10.8%, which in-
dicates a variance mismatch of 10.8% between the actual obtained LS activation
profile CASE1-LSD and the ideal CASE2-NOM.

Motion correction of fMRI data usually requires spatial information from the im-
ages themselves. In line-scanning data, these spatial references are severely re-
duced when phase-encoding gradients are removed. For this reason, subjects’
movements have to be limited. To prevent motion, subjects were secured in place
using foam pads between the ears and the head coil. Moreover, movement in left-
right direction is directly visible in the line-scanning data as an instability of the
horizontal bands of signal (cfr Figure 3.3a), as well as quantifiable by the displace-
ment of the line center of mass. In these datasets, data from one subject were re-
jected due to excessive movement. As described in the methods section, a phase-
encoded scan containing a 2D image with OVS slabs was repeated before and af-
ter the functional scans, to evaluate the subject’s total displacement. All subjects
showed little displacement (mean framewise displacement 0.71±0.65 mm, over
the 40 minute scan session), apart from the aforementioned rejected dataset. Fu-
ture studies may investigate subjects’ motion through a multi-slice acquisition re-
peated multiple times during the scan session, in order to better quantify the exact
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location of the imaged line in 3D – perhaps in conjunction with a bite-bar to min-
imize head motion. Moreover multi-echo acquisitions can be used to retrospec-
tively remove physiological noise contributions [176]. Finally, prospective motion
correction through external cameras or fat-navigators could be introduced to cor-
rect the position of the line during line-scanning acquisition, without increasing
the number of scans needed in our protocol [111].

In this study, we examined line-scanning sensitivity to BOLD activity using a sim-
ple block design visual task. BOLD responses can be detected in the human pri-
mary visual cortex, with similar sensitivity to a matched GE-EPI BOLD acquisition
and the potential of extraordinary temporal and spatial resolution along the line
of interest. The parameters of the two scans were matched as much as possible
and the only difference was the FA (16° vs 30°). The difference in FA will result in a
1.1% difference for the inherent SNR between the two scans. This can lead to small
differences in the BOLD contrast weighting and image contrast. Differences in flip
angles will also lead to different sensitivity to the inflow effect. However, from lit-
erature [168, 279], we know that at ultra-high field strengths the inflow effect for
BOLD imaging is already minor because of the largely diminished intravascular
contribution due to the shortened blood T2*. Previous work by Gao et al. [279]
compared BOLD signals with different flip angles (30°, 60° and 90°) at 3T. They
found that even with such large differences in flip angles, the BOLD percentage sig-
nal change is only slightly affected by different in-flow effects. For these reasons,
we believe that in our acquisitions a difference of only 14° in flip angle should not
affect the interpretation of our results.

The comparison of single-slice GE-EPI BOLD and functional line-scanning en-
sured that the proposed technique offers similar BOLD sensitivity to conventional
approaches. Note that for the current conservative data analysis no temporal filter-
ing was applied, meaning that the raw signal shows the robustness of the proposed
approach. Effective signal to noise ratios may also be improved by examining and
removing contributions of physiological and movement-related noise sources, a
strategy facilitated by the very high sampling rates of our line scanning approach.
Moreover, the stability of signals across different runs guarantee that our method
is stable over time and can be used for longer tasks. This opens up the possibility
of using line-scanning for cognitive neuroscience experiments. Here, the promise
is that the spatial and temporal specificities of line-scanning will allow us to inves-
tigate time-resolved cognitive computations with laminar precision. In this paper,
we describe a line-scanning implementation and assessed its reliability in detect-
ing the BOLD signal changes upon a visual stimulus. Line-scanning was primarily
developed for layer fMRI investigations, for which we presented a preliminary ex-
ample of cortical depth profile where the line was positioned perpendicular to the
cortical ribbon in the calcarine sulcus. The cortical depth profile shown here is af-
fected by additional blurring not related to the finite readout gradients, which was
estimated to be on the order of 3% (for a T2* value of 25 ms for gray matter), i.e.
∼8 μm. Future work could focus on the unexplained blurring which we attribute

3

48



3.5. Conclusion

to biological point-spread function [280].

Line-scanning fMRI is a promising technique for neuroscience and (patho) phy-
siological research on cerebrovascular and related disorders. Line-scanning fMRI
capitalizes on the high spatial and temporal information from BOLD responses
across the cortical depth that can yield important insight on microvessel function
in health and disease. More specifically, a wide range of neuroscientific questions
may be addressed by studying the dynamics of the BOLD response across corti-
cal depth, for example, in integration of visual information across the “blind spot”
[281]; the dynamics of BOLD responses in higher order areas compared to lower in-
put ones (e.g. output of V1 becoming input in V2 or MT) or the timing of signals in
the somatosensory cortex on self-touch, that prevent ticklishness. Regarding elu-
cidating cerebrovascular (patho)physiology, the benefits of line scanning fMRI can
be very valuable in identifying and separating microvessels signal features from
large vessel signals. Impaired microvessel function directly feeding the neurons as
opposed to those draining from the neurons may have very different implications
on the nature and origin of cerebrovascular and neurodegenerative diseases [282–
285]. Commonly obtained BOLD signals are usually a mixture from the tissue-
feeding microvessels, directly part of the neurovascular network engaged in brain
tissue functioning, and signals from the larger venous vessels that drain the cor-
tical tissue. Unfortunately, signals from larger vessels generally obscure signals
from the microvasculature, hampering the identification of impaired microves-
sel function. Nascent high-resolution techniques such as line-scanning will open
new methodological avenues to isolate and characterize microvessel spatiotem-
poral behaviour, i.e. acting as a hemodynamic probe. For example, microvascular
flow patterns and transit time estimates in response to neuronal or vascular (i.e.
hypercapnia, hyperoxia) challenges could be studied in relation to, for example,
small vessel diseases [286], and the proposed capillary transtit time heterogene-
ity model [287–290]. Finally, characterizing the microvascular hemodynamics by
line-scanning could potentially provide more insights in neurovascular coupling
and supply input to computational BOLD models [291, 292].

3.5 Conclusion
Overall, we demonstrate the feasibility of line-scanning in humans at 7T. We show
reliable BOLD responses at sub-millimeter and sub-second resolution using the
line-scanning fMRI technique, revealing high spatial specificity for a visual task.
We demonstrate the robustness of the line-scanning technique by the comparison
with a standard method (2D GE-EPI).
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Supplementary Material

Figure 3.6: Graphical explanation of CASE1-LSD and CASE2-NOM. (top row) 2D EPI multiplied by LSD image, before
summing in the phase encoding direction leads to a line-scanning profile for CASE1-LSD. (bottom row) nominal se-
lection of the line, before summing in the phase encoding direction and related line-scanning profile for CASE2-NOM.

Figure 3.7: correlation between t stats of line-scanning acquisition and 2D GE-EPI with line selection approach for all
runs, for the same representative subject of Figure 8.
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Figure 3.8: correlation between t stats of 2D GE-EPI evaluated with the two different approaches (line selection and
LSD image profile).

Figure 3.9: (a) power spectrum of line-scanning, and (b) power spectrum of the 1D version of GE-EPI obtained through
multiplication with the LSD image/ and averaged over all line. For both the line-scanning and GE-EPI power spectra,
the timeseries data was first averaged over all voxels in the line before computing the power spectrum.

Figure 3.10: Run-by-run line-scanning t-statistic correlation matrix, averaged across subjects.

3

51



3. Gradient-echo line-scanning (GELINE)

Subject 4 5 6 7 8

run1 0.38 0.82 0.72 0.54 0.47

run2 0.36 0.86 0.72 0.63 0.43

run3 0.37 0.83 0.74 0.56 0.50

run4 0.52 0.84 0.54 0.52 0.52

run5 0.45 0.83 0.64 0.53 0.43

run6 0.48 0.87 0.69 0.55 0.50

mean 0.43 0.84 0.68 0.56 0.48

std 0.07 0.02 0.08 0.04 0.04

Table 3.3: Correlation between line-scanning and BOLD GE-EPI t-stats evaluated after multiplying the GE-EPI and the
LSD image, Spearman correlation coefficients (R) are reported for each run and subject.

Subject 4 5 6 7 8

run1 0.30 0.80 0.64 0.43 0.46

run2 0.30 0.83 0.65 0.55 0.16

run3 0.30 0.79 0.64 0.53 0.28

run4 0.42 0.79 0.45 0.35 0.19

run5 0.39 0.80 0.56 0.45 0.27

run6 0.43 0.79 0.58 0.41 0.25

mean 0.36 0.80 0.59 0.45 0.27

std 0.06 0.01 0.08 0.07 0.11

Table 3.4: Correlation between line-scanning and BOLD GE-EPI t-stats evaluated after manual line selection in the
GE-EPI, Pearson correlation coefficients (R) are reported for each run and subject.

3

52







4
ROBUST HIGH

SPATIO-TEMPORAL

LINE-SCANNING FMRI IN

HUMANS AT 7T USING

MULTI-ECHO READOUTS,
DENOISING AND PROSPECTIVE

MOTION CORRECTION

Luisa Raimondo, Nikos Priovoulos, Catarina Passarinho, Jurjen Heij, Tomas Knapen,
Serge O. Dumoulin, Jeroen C.W. Siero and Wietske van der Zwaag

Journal of Neuroscience Methods 2023; DOI: 10.1016/j.jneumeth.2022.109746



4. Improving line-scanning acquisitions (ILSA)

Abstract

Background: Functional magnetic resonance imaging (fMRI), typically using blood
oxygenation level-dependent (BOLD) contrast weighted imaging, allows the study
of brain function with millimeter spatial resolution and temporal resolution of one
to a few seconds. At a mesoscopic scale, neurons in the human brain are spatially
organized in structures with dimensions of hundreds of micrometers, while they
communicate at the millisecond timescale. For this reason, it is important to de-
velop an fMRI method with simultaneous high spatial and temporal resolution.
Line-scanning promises to reach this goal at the cost of volume coverage.

New method: Here, we release a comprehensive update to human line-scanning
fMRI. First, we investigated multi-echo line-scanning with five different protocols
varying the number of echoes and readout bandwidth while keeping the TR con-
stant. In these, we compared different echo combination approaches in terms of
BOLD activation (sensitivity) and temporal signal-to-noise ratio. Second, we im-
plemented an adaptation of NOise reduction with DIstribution Corrected princi-
pal component analysis (NORDIC) thermal noise removal for line-scanning fMRI
data. Finally, we tested three image-based navigators for motion correction and
investigated different ways of performing fMRI analysis on the timecourses which
were influenced by the insertion of the navigators themselves.

Results: The presented improvements are relatively straightforward to implement;
multi-echo readout and NORDIC denoising together, significantly improve data
quality in terms of tSNR and t-statistical values, while motion correction makes
line-scanning fMRI more robust.

Comparison with existing methods: Multi-echo acquisitions and denoising have
previously been applied in 3D magnetic resonance imaging. Their combination
and application to 1D line-scanning is novel. The current proposed method greatly
outperforms the previous line-scanning acquisitions with single-echo acquisition,
in terms of tSNR (4.0 for single-echo line-scanning and 36.2 for NORDIC-denoised
multi-echo) and t-statistical values (3.8 for single-echo line-scanning and 25.1 for
NORDIC-denoised multi-echo line-scanning).

Conclusions: Line-scanning fMRI was advanced compared to its previous imple-
mentation in order to improve sensitivity and reliability. The improved line-scanning
acquisition could be used, in the future, for neuroscientific and clinical applica-
tions.
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4.1 Introduction
In the human brain, neurons with similar functions cluster together in spatial struc-
tures with an extent of hundreds of micrometers, i.e. mesoscopic scale, while they
communicate at the millisecond timescale [5, 10]. For example, in the cortex neu-
rons are organized in columnar and layer structures [4, 6, 293]. Cortical layers differ
in neuronal content, but also in their connectivity to other parts of the brain. Brod-
mann [4] used differences in cortical layers to define distinct cortical areas. Thus,
cortical layers are considered a basic anatomical and physiological unit of the cor-
tex and for this reason it is interesting to study responses at the mesoscopic scale.

Functional magnetic resonance imaging (fMRI) plays an important role in the study
of brain function [22], allowing detection of brain activity through the changes in
blood flow and oxygenation. Blood oxygenation level-dependent (BOLD) contrast
weighted imaging is one of the primarily used contrast mechanisms in both cog-
nitive [23] and clinical [294] neuroscience. BOLD imaging has two important ad-
vantages: it is non-invasive and readily available at any MRI scanner. For BOLD
fMRI, high spatial and temporal (<1mm, ∼100ms) resolutions are required to de-
tect spatiotemporal features of the hemodynamic response function (HRF) which
describes how the hemodynamic signal propagates through the cortex at the meso-
scopic scale, in particular across cortical layers.

However, functional MRI is an inherently noisy acquisition method [295]. As a
result, most fMRI data are denoised in some form before statistical testing, usu-
ally by applying a spatial smoothing step [296–298]. For high-resolution acquisi-
tions, smoothing is not appropriate because of the concurrent loss in spatial def-
inition [299], even though noise levels increase at these higher resolutions. This
means that other techniques have to be applied to increase the signal-to-noise-
ratio (SNR) and decrease the noise [300].

Advances in fMRI methodology have been aimed at increasing both the spatial and
the temporal resolution, with the ultimate goal of recording at sub-millimeter spa-
tial resolution and sub-second sampling rate. In the past decade, line-scanning
fMRI in rodents achieved very high resolution across cortical depth (50 μm) and
time (50 ms) by scanning only a single line of data, sacrificing volume coverage and
resolution along the cortical surface in the process [50]. Line-scanning fMRI in ro-
dents has also been used in combination with other techniques such as fiber-based
optogenetic stimulation [301] and diffusion-sensitizing gradients [302], to investi-
gate the fast BOLD onset times at high spatial resolution. Line-scanning fMRI in
rats has been extended towards a multi-line implementation, acquiring line pro-
files from different cortical regions to investigate laminar-specific functional con-
nectivity mapping under both evoked and resting-state conditions [303].

Recently, line-scanning was employed in human studies, for microstructural in-
vestigations [304, 305] and with the goal of isolating microvessel responses and
characterizing the distribution of blood flow and laminar functional MRI profiles
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across cortical depth, at high spatiotemporal resolution [274, 306]. Our first human
line-scanning implementation [306] achieved resolutions of 250 μm and 200 ms
and demonstrated its utility for measuring BOLD responses along cortical depth,
in the visual cortex, during a visual stimulation task. The sequence was a modi-
fied 2D gradient-echo (GE) sequence employing a single-echo readout, with low
bandwidth for increased SNR, but still with some deadtime within the repetition
time (TR). Here, we propose several ways to improve this line-scan sequence for
increased sensitivity. This increased sensitivity is necessary to make line-scanning
a more robust and generalizable technique, which could be used for future neu-
roscientific and clinical applications. Specifically, diseases such as small vessel or
sickle cell diseases [286, 307–309] would benefit from high spatial and temporal
resolutions to gain insights about the altered hemodynamic responses in patients
across cortical depths.

First, the unused deadtime within the TR permits the acquisition of additional
echo readouts without increasing the TR. The BOLD contrast is known to be max-
imal when the echo time (TE) is equal to the local tissue T2* relaxation rate [310].
With multi-echo imaging, we can measure the T2* signal decay curve and reach
optimal readout efficiency and BOLD sensitivity. In addition, the T2* signal decay
curve can be used to disentangle BOLD-like (T2*) changes from non-BOLD signal
changes [171]. Non-BOLD signals can be caused by drift, motion, physiological
noise or other contaminating signals that impact the initial signal intensity (S0) of
the T2* decay curve sensitivity [172, 300, 311].

Second, thermal noise dominates at the high spatial and temporal resolution of
line-scanning. The “MR signal” can be specifically defined as an electrical current
induced in the receiver coil by the precession of the net magnetization during res-
onance, as the manifestation of Faraday’s Law of Induction [12]. However, the def-
inition of noise in an fMRI time series is more complex, due to the different noise
sources [312]. Thermal noise, classified as a zero-mean Gaussian distributed noise,
is generated either from the electronics or from the sample being imaged and de-
pends on a range of parameters including the static magnetic field strength, the
electronics, the readout bandwidth and sampling scheme [313, 314]. It becomes
predominant when small voxel sizes are used. Other sources of signal variance in-
clude subject motion and physiological noise through respiration and heartbeat
[315]. For denoising, the final goal is to decrease noise without compromising any
physiological aspects of the data, but, generally, some information has to be sacri-
ficed. Many denoising techniques [316–318] are based on a trade-off between the
removal of unwanted signal and the preservation of the data quality, such as spatial
and temporal resolution, as well as the underlying biological processes. In a newly
described approach from Vizioli et al. [319], thermal noise is selectively suppressed
from high-resolution fMRI data while preserving the amplitude of the hemody-
namic response, the spatial resolution and the functional point-spread function.

Finally, line-scanning is highly sensitive to subjects’ motion. Generally in fMRI,
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participant movement leads to inconsistencies in the fMRI timecourse. These are
typically corrected by coregistering the volume timepoints [298, 320]. Motion is
even more problematic in high-resolution MRI, where the impact of smaller move-
ments is amplified [321–323]. In the case of line-scanning, the 1-dimensional na-
ture of the data only allows motion detection in the line direction, whereas rota-
tions or displacements perpendicular to the line lead to spin-history artifacts or
line acquisition outside the area of interest. These effects cannot be corrected by
post-hoc motion correction in line scans; therefore, a prospective motion correc-
tion scheme (PMC) is required [324]. This can be achieved with external hardware
[322, 323, 325] or with image-based navigators [326, 327]. Here we use an image-
based navigator implementation.

In this work, we aim to improve the line-scanning acquisition in three ways: first,
we investigated five different multi-echo protocols varying the numbers of echoes
and readout bandwidth while keeping the TR — and thus the overall scan time
— constant. We compared different echo combination approaches in terms of
BOLD activation (sensitivity) and temporal signal-to-noise ratio. Second, we im-
plemented an adaptation of the NORDIC thermal noise removal for line-scanning
fMRI data, and finally, we tested three image-based navigators for motion correc-
tion.

4.2 Methods
4.2.1 Participants
Our pool of participants is composed of two groups: multi-echo section: 6 par-
ticipants (3 male, 32 ± 6 years old (mean ± standard deviation)), noise removal
section: 4 participants (4 male, 28 ± 4 years old) and for the motion correction
section: 8 participants dataset (7 male, 31 ± 8 years old, including the individu-
als participating in the noise removal section). All the participants were healthy
individuals who provided written informed consent as approved by the medical
ethics committee of the Amsterdam University Medical Centre. The guidelines of
the Helsinki Declaration were followed throughout the study, and all participants
were screened for MRI compatibility prior to the experiments.
Note that the line-scanning method allows a high sampling rate within the partici-
pant, hence we can reach statistical power without the need to average over many
participants.
In addition, we aimed to find an effect in every single participant, which is easily
achieved with the strong visual task we employed across the study. The number
of participants can be seen as replication of the same effect rather than a way to
measure the effect itself [328, 329]. Ultimately, for clinical research it is essential to
maximize signal and minimize noise to have information in individuals [330].

4.2.2 Selection of multi-echo acquisition and echo combination version
The 7T MRI (Philips Healthcare, Best, NL) was equipped with a 2 channel transmit
and 32 channel local receive surface coil [122], positioned close to the visual cor-
tex.
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Line-scanning acquisition used a modified 2D multi-echo gradient-echo sequence
where the phase-encoding in the direction perpendicular to the line, needed for
conventional 2D imaging, was omitted: line resolution=250 μm, TR=105 ms (108
ms for one participant), flip angle=16°, array size=720, line thickness=2.5 mm, in-
plane line width=4 mm, fat suppression using SPIR. Two saturation pulses (7.76
ms pulse duration) suppressed the signal outside the line of interest. Five different
multi-echo schemes (including 3, 5, 7, 9 and 11 echoes) were compared by adapt-
ing the readout bandwidth for the different schemes. The longest echo time for all
schemes was 38 ms. The order of acquisitions was randomized across participants;
details are provided in Table 4.1.

N echoes TE1 [ms] echo spacing [ms] Readout BW [Hz/pixel]

acq1 3 9.2 14.4 71.7

acq2 5 6 8 131.4

acq3 7 5 5.5 197.6

acq4 9 4.4 4.2 264.2

acq5 11 4 3.4 337.6

Table 4.1: parameters for the 5 multi-echo line-scan acquisitions. N-echoes is the number of echoes, TE1 is the first
acquired echo, echo spacing is the time difference between echoes acquisitions and readout BW is the readout band-
width per pixel. The last echo time in the series always was 38 ms.

The line was manually positioned approximately perpendicularly to the medial
gray matter sheet of the occipital lobe. We acquired one run of functional data
with each protocol, using a block design visual task consisting of an 8 Hz flickering
checkerboard presented on the entire screen for 10 s on/off. Runs lasted 5 min-
utes and 40 seconds. The total run duration for the 11 echoes acquisition runs was
shortened for 3 participants due to technical constraints and skipped for one other
participant. Reconstruction was performed offline (MatLab, Gyrotools).

We combined the multi-channel coil data with a temporal signal-to-noise ratio
(tSNR) and coil sensitivity-weighted sum of squares (SoS) weighted scheme per
echo in the data reconstruction as in [306]. The SoS was defined as:

S(t ,T E) =
√√√√ N∑

i=1
Si (t ,T E)

2

(4.1)

where Si is the MR signal for each receive coil channel and N is the number of
channels. The resulting S(t ,T E) is the MR signal as a function of time and TE.

Multi-echo data were combined in 3 different ways: SoS (with the same formula
as equation 4.1, but summing over echoes instead of channels), T2* fit and a tSNR
weighted combination (wtSNR) based on Poser et al. [172]. ‘T2* fit’ fits the T2*
decay per voxel with a linear fit of equation 4.2 in a least-squares way:

S(t ,T E) = S0e
− T E

T2∗ (4.2)
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Functional data were analyzed in Matlab using a general linear model (GLM) ap-
proach. We used the SPM implementation of the canonical HRF [320] as block de-
sign experiments do not allow one to fit the HRF shape. T-statistic values (t-stats)
were computed to identify active voxels. We also evaluated the tSNR for each voxel
through:

tSN R = S(t )

σ(S(t ))
(4.3)

Where S(t ) is the mean signal over time, across the whole timecourse and σ(S(t ))
is the standard deviation of the signal across time for the whole timecourse. Note
that the tSNR is computed across the whole timecourse, hence including voxels
with functional activation due to the visual task. However, within the line, very
few voxels contain task activation and task effects on the tSNR are minimal. We
compared the mean and maximum t-stats in a region of interest (ROI) for the 5
different multi-echo acquisitions, the three echo-combination methods and the
ROI average tSNR. The ROIs were defined as the 11 voxels, 11 x 0.25 mm = 2.75
mm, covering the gray matter (GM) ribbon (identified in a slice image centered on
the line), surrounding the voxel showing the highest t-stats, for all acquisitions. For
the tSNR comparison, we also defined a white matter ROI (WM ROI).

4.2.3 Noise removal
For the noise removal dataset, we acquired data using the 5 echoes acquisition with
the same visual task as the previous section, adding 20 s baseline in the beginning.

In fMRI, it is common to perform some kind of noise reduction data processing
to increase the SNR, with the final goal of maintaining signal integrity (including
spatial and temporal resolutions). To achieve this purpose, for this section, we
employed a thermal noise removal step in the reconstruction pipeline based on
Noise reduction with Distribution Corrected (NORDIC) principal component anal-
ysis (PCA) [319]. The denoising was applied to k-space data before the coil and the
echo combination (see Figure 4.1).
A singular value decomposition (SVD) of the data was submitted to “hard thresh-
olding” that eliminates all components indistinguishable from zero-mean Gaus-
sian distributed noise (Figure 4.1a). The singular value decomposition of our line-
scanning k-space data matrix (for every channel and echo) was U · S ·VH, where
U and V are unitary matrices, and S is a diagonal matrix whose diagonals are the
spectrum of ordered singular values. The singular values below a chosen thresh-
old were replaced by 0, and the other singular values were unaffected. Sth is a
new diagonal matrix generated as a result of thresholding, and the estimate of the
NORDIC-denoised data was given as U ·Sth ·VH. The threshold was chosen from
the elbow point of the ‘scree plot’ depicting the eigenvalues versus the number
of components (see Figure 4.1) for every channel and every echo separately. Note
that, during a pilot study we ensured that noise was preferentially removed, leaving
task-driven signal variation, by verifying that t-values rose as a function of removed
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variance.

Figure 4.1: NORDIC implementation for multi-echo line-scan data, based on [319]. Line-scanning k-space data for
every channel and echo separately were decomposed through singular value decomposition (SVD); the diagonal ma-
trices containing the eigenvalues (S) were thresholded through the elbow (red arrow) of the scree plot depicting the
eigenvalues versus the components.

4.2.4 Prospective motion correction
For the motion correction section, we combined line-scanning with prospective
motion correction (PMC) using an interleaved scanning architecture (MISS, Philips)
following [326]. We inserted a navigator at every dynamic (i.e. every 440 time-
points = ∼46 s) (Figure 4.2), as a trade-off between motion tracking and the result-
ing navigator-introduced signal transients in the time series (see below). Following
every navigator acquisition, the navigator was reconstructed and registered to the
previous one in the series in real-time.
The field of view (FOV) of both the navigator and target sequence was updated
based on the estimated translation and rotation parameters (1s waiting time). The
required time gap in the line-scanning acquisition for recording and real-time pro-
cessing of the PMC navigator introduces a consistent transient signal due to the
temporary loss of the steady-state of the transversal magnetization. This is ob-
served as a T1-driven return to steady-state, here dubbed ‘T1-transient’.
Three possible navigators were compared (Table 4.2): a highly-accelerated surface-
coil-receive fat-navigator only covering the back of the head (surf fat-nav), a slower
whole-head, transmit-coil-receive fat-navigator (vol fat-nav) and a surface-coil-
receive water-excitation navigator (surf wat-nav), used to reduce the amplitude of
the T1-transient signal. The order of acquisitions was randomized across partici-
pants.
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Figure 4.2: Sequence diagram for prospective motion correction.

Acquisition surf wat-nav vol fat-nav surf fat-nav

sequence 3D EPI 3D EPI 3D EPI

excitation water selective fat selective fat selective

TR [ms] 13 18 18

TE [ms] 3.5 5.1 4.1

FA [deg] 8 1 1

resolution [mm] 2 iso 2.5x3.12x2.5 2 iso

SENSE factor 4x1.1 1 4x1.1

duration/dyn [s] 0.546 1.7 0.751

receiver coils surface, 32ch transmit, 2ch surface, 32ch

Table 4.2: Scan parameters of the interleaved navigators scans for the prospective motion correction during line-
scanning acquisition, using the interleaved scanning architecture (MISS).

We acquired one run of functional data (6 min 20 s) using the 5-echo acquisition
and the same visual task described above. For each scan, we applied the NORDIC-
denoising step in the reconstruction of the data.

We investigated three ways of managing the gaps and T1-transient:

1. Regressing out the T1-transient during the GLM analysis (regressed): 30 points
around every T1-transient of each timecourse were averaged and fitted to an
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exponential decay (a−be−cx ). Each voxel timecourse was then submitted to
the T1-transient regression in the GLM analysis;

2. Interpolating the points corresponding to the T1-transient by substituting 30
point in correspondence of the T1-transient with the average of the 10 points
after it (imputed);

3. Analyzing the T2* estimates which are implicitly non-sensitive to baseline T1

effects (T2*PMC fit);

The time points during which the navigators were acquired and the following pause
were removed from the GLM’s regressors that model the visual task.
We evaluated the t-stats and tSNR values along the line, to find the optimal acqui-
sition and analysis strategy. Specifically, for our group comparison, we plotted the
tSNR evaluated from the whole timecourse following the dummy acquisition, and
the mean t-stats along the line for all the participants, for all the different ways of
managing the T1-transient and for every PMC navigator method. We compared
those results using an ANOVA test, to check if the imputed data showed a signif-
icant improvement compared to the other methods and the echo combined data
(raw).
The navigator method allows for motion measurements. Pilot experiments on four
participants with different navigator acquisitions and length of the scans showed
average frame wise displacement of ∼0.2 mm. This results in motion patterns that
are well within the range that can be corrected for using fat navigator-based mo-
tion correction [326, 331].

4.2.5 Comparison of denoised multi-echo with single-echo line-scanning

In the very last section, for one participant only, we acquired a functional scan with
the same functional task as in section 4.2 to demonstrate the improvements we
made to our previous implementation of line-scanning [306]. Here, we compared
the single-echo gradient echo line-scanning sequence from Raimondo et al. and
the 5-echo multi-echo version with SoS echo combination and NORDIC-denoising
in terms of t-stats.

4.3 Results

4.3.1 Multi-echo acquisition and echo combination approach

Figure 4.3 shows a multi-echo line-scanning dataset for a representative partici-
pant: the position of the slice (4.3a), the placement of the saturation slabs (4.3b),
the line signal distribution image (4.3c) and finally, an example of multi-echo line-
scanning acquisition (for a 5-echo acquisition), for every echo separately (4.3d)
and for the combined version (through SoS) (4.3e). Note the decreasing signal in-
tensity with increasing TE in consecutive echoes.
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Figure 4.3: (a) Accompanying 2D reference slice before 1D line-scanning and (b) outer volume suppression (OVS):
placement of saturation slabs to suppress unwanted signal outside the line of interest, depicted by the gap (4 mm)
between the saturation slabs. (c) line signal distribution image, (d) example of multi-echo line-scanning acquisition
(position of the voxels vs time) for every echo separately (5 echoes acquisition) and (e) resulting line-scan data after
multi-echo combination.

We evaluated t-stats for every acquisition and echo combination method, and we
averaged the maximum t-stat across participants (Figure 4.4a) and the mean value
of t-stats in the 11-voxel gray matter (GM) ROI centered on that maximum (Fig-
ure 4.4b). As the echo combination methods used the same data, the variance
was higher between acquisition types than between echo combination methods.
There were no statistically significant differences for different numbers of acquired
echoes, though visual inspection showed higher t-stats, both mean and peak, for
the 5-echo acquisition.
We found significantly higher maximum and mean t-stats for SoS and wtSNR echo
combination compared to the T2* fit method (Student t-test, p<0.05). Regarding
the tSNR (evaluated across the whole timecourse), we averaged the values of two
different ROIs: GM ROI and white matter (WM) ROI (Figure 4.4c and d, respec-
tively). In both ROIs, the SoS echo combination gave slightly higher tSNR com-
pared to the other two methods. Considering that the second acquisition (5-echo)
led to the highest mean and maximum t-stats across groups, we used this approach
for the rest of the comparisons. For the reconstruction, we selected the SoS be-
cause of the slightly higher tSNR and ease of implementation.
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Figure 4.4: (a) mean value of t-stats within the GM ROI for every multi-echo (N echoes) line-scanning acquisition,
averaged across participants; Shaded areas correspond to the standard error over participants. (b) maximum value of
t-stats within the ROI, averaged across participants; (c) mean tSNR within a GM ROI for every acquisition, averaged
across participants; (d) mean tSNR within a WM ROI for every acquisition, averaged across participants. We found
significantly higher max and mean t-stats for SoS and wtSNR echo combination compared to the T2* fit method. The
SoS echo combination gives slightly higher tSNR compared to the other two methods. The 5 echoes acquisition led to
the highest mean and maximum t-stats.

4.3.2 NORDIC denoising for multi-echo line-scanning

In Figure 4.5, the comparison of line-scanning data without (a) (‘Standard’) and
with (b) (‘NORDIC’) denoising are shown for one exemplar participant. Note that
the signal found outside the brain (i.e. mostly resulting from thermal noise) was
notably reduced after NORDIC denoising. The BOLD response to the visual task
was preserved after NORDIC, as demonstrated for a single voxel time course in
Figure 4.5c. NORDIC notably improves tSNR and the distribution of t-stats (Fig-
ure 4.5d and 4.5e, respectively). A scatter plot (Figure 4.5f) of the t-stats shown
in Figure 4.5e, showed that the voxels with positive t-stats became more positive;
they are found above the unity line on the positive x-axis (black line, Figure 4.5f).
There are very few voxels for which the absolute t-stat became smaller. The effect
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of denoising was highly consistent: in every individual participant, we saw a sub-
stantial improvement in both t-stats and tSNR by at least, 200%. Table 4.3 showed
the group average of tSNR mean, t-stats mean and t-stats maximum, within an 11
voxel ROI surrounding the voxel showing the highest t-stats.

Figure 4.5: (a) Standard line-scanning fMRI data, (b) NORDIC denoised line-scanning fMRI data after noise removal,
(c) single voxel timecourse for standard line-scanning data (red line) and NORDIC-denoised data (blue line), together
with the GLM model following the visual task, (d) tSNR comparison of the standard line-scanning data (red line) and
the NORDIC-denoised data (blue line), (e) t-stats distributions for the standard data (red) and for the NORDIC de-
noised data (blue), and (f) scatter plot of standard t-stats and NORDIC-denoised t-stats for one representative partici-
pant. The black line indicates the unity line. NORDIC denoising notably improves tSNR and increases the t-stats upon
a visual task. The BOLD response to the visual task is preserved after NORDIC, while NORDIC notably improves tSNR
and t-stats distribution.

Standard line-scanning NORDIC line-scanning

tSNR
mean

t-stats
mean

t-stats
max

tSNR
mean

t-stats
mean

t-stats
max

sub1 13 6 8 46 17 18

sub2 11 7 9 43 56 62

sub3 17 14 20 55 34 36

sub4 10 4 11 29 17 31

Mean±se 13±1 8±2 12±2 43±5 31±8 37±8

Table 4.3: Comparing NORDIC denoising to non-denoised (standard) line-scanning in terms of tSNR and t-stats upon
a visual task, group results: average tSNR mean, mean t-stats and maximum t-stats in the 11 voxels ROI; mean and
standard error over participants. We observe that NORDIC denoising improves tSNR and t-stats by >200% for line-
scanning.

4.3.3 Prospective motion correction using water and fat excitation navigators
Figure 4.6a, b and c showed for a single voxel the raw data timecourse for the three
acquisitions; surf wat-nav, vol fat-nav, and surf wat-nav. The T1-transient signal
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due to the time needed for navigator coregistration and acquisition update is high-
lighted in Figure 4.6a. The selected single voxel was at the same nominal location
in the brain in an area with large task-driven responses. Note that the faster, more
undersampled, navigators (surf wat-nav and surf fat-nav) resulted in reduced T1-
transient signal amplitude due to the shorter acquisition gap. The utilization of
water excitation for the navigators reduced the T1-transient signal amplitude even
further. The regressed, imputed and T2*PMC fit corrected data are shown in Figure
4.6d, e and f. For this particular voxel, BOLD responses were visible in all time-
courses, despite the T1-transient. For all acquisitions, the T1-transient signal was
much reduced after this GLM-based signal regression and completely disappeared
in T2*PMC fit corrected data. T2*PMC fit data is plotted separately as the resulting
T2* time course has physical units in ms.

Figure 4.6: (a,b,c) single voxel timecourse (first 139 seconds) for an example participant, for the three PMC approaches,
for raw data (grey line) and (d,e,f) T2*PMC fit data (light blue line), regressed (red line) and imputed data around the
T1-transient (green line). The black curves depict the visual task for every time course, while the gray bars indicate
the time during which the navigators were acquired. The inset in (a) highlights a region where the T1-transient effect
is visible. This is caused by the required time gap in the line-scan acquisition for the PMC navigator and introduces a
consistent transient signal due to the temporary loss of steady-state of the transversal magnetization.
surf wat-nav and surf fat-nav result in reduced T1-transient signal amplitude. BOLD responses are visible in all time-
courses, despite the T1-transient. The T1-transient signal appearance is much reduced after GLM-based signal re-
gression (regressed) and completely disappears in T2*PMC fit corrected data.

Figure 4.7 showed box plots for the mean tSNR across participants, evaluated on
the whole timecourse, across the whole line, for the PMC-induced T1-transient
correction approaches. With each correction approach displayed separately: (a)
the water navigators acquired with surface coils (surf wat-nav), (b) the fat navi-
gators acquired with the transmit coils (vol fat-nav) and (c) the fat navigators ac-
quired with surface coils (surf fat-nav).

Figure 4.8 showed the box plots for the mean t-stats across participants across the
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whole line, for the PMC-induced T1-transient correction approaches. As seen in
Figure 4.6, the navigators acquired with surface coils (surf wat-nav and surf fat-
nav) offered slightly higher tSNR (Figure 4.7) and t-stats (Figure 4.8) compared to
the navigators acquired with the transmit coil (vol fat-nav).

Figure 4.7: box plots showing the mean tSNR across participants, evaluated on the 20 s time baseline, across the whole
line, for the PMC-induced T1-transient correction approaches: (a) the water navigators acquired with surface coils
(surf wat-nav), (b) the fat navigators acquired with the transmit coils (vol fat-nav) and (c) the fat navigators acquired
with surface coils (surf fat-nav). The boxes extend from the first quartile (Q1) to the third quartile (Q3) of the data, with
the orange line at the median. The whiskers extend from the box by 1.5 times the inter-quartile. Higher tSNR values
are reached when surf wat-nav and surf fat-nav are used, and particularly when the imputed method is applied.

Figure 4.8: box plots showing the mean t-stats across participants, across the whole line, for the PMC-induced T1-
transient correction approaches: (a) the water navigators acquired with surface coils (surf wat-nav), (b) the fat naviga-
tors acquired with the transmit coils (vol fat-nav) and (c) the fat navigators acquired with surface coils (surf fat-nav).
The boxes extend from the first quartile (Q1) to the third quartile (Q3) of the data, with the orange line at the median.
The whiskers extend from the box by 1.5 times the inter-quartile range and the dot indicates an outlier. Higher t-stats
values are reached when surf wat-nav and surf fat-nav are used, and particularly when the imputed method is applied.

Analysis of variance (ANOVA) test was used to assess whether one of the ways of
dealing with the T1-transient showed a significant improvement in either t-stats
or tSNR compared to the other two and raw data. We found significant effects on
t-stats for the surf wat-nav (F3,15 = 7.4, p = 0.03), vol fat-nav (F3,15 = 12.8, p = 0.01),
and surf fat-nav (F3,15 = 9.3, p = 0.01). Using a pairwise post-hoc T-test, we found
no significant contrasts.
Regarding the tSNR we found F3,15 = 26.7, p = 0.003 for surf wat-nav, F3,15 = 31.9,
p = 0.002 for vol fat-nav and F3,15 = 25.2, p = 0.004 for surf fat-nav. The post-hoc
T-test showed that the imputed and regressed methods resulted in higher tSNR
values compared to the T2*PMC fit method, as well as raw data, for every navigator
acquisition strategy.
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4.3.4 Comparison of denoised multi-echo line-scanning with previous single-
echo line-scanning

As a final comparison, in Figure 4.9 we showed the line-scanning data acquired
with single-echo (a), NORDIC-denoised multi-echo (b) as well as a single voxel
timecourse for both acquisitions (c).

Figure 4.9: (a) Single-echo line-scanning fMRI data implemented in Raimondo et al [306], (b) NORDIC-denoised
multi-echo line-scanning fMRI data (c) single voxel timecourse for single-echo line-scanning data (red line) and
NORDIC-denoised multi-echo data (blue line), and (d) t-stats distributions for the single-echo data (red) and for the
NORDIC denoised multi-echo data (blue). Substantial improvements in signal quality (tSNR single-echo = 4.0, tSNR
NORDIC denoised multi-echo = 36.2; averaged across the line) and t-stats (t-stats single-echo = 3.8, t-stats NORDIC
denoised multi-echo = 25.1; averaged across the line) upon a visual task is demonstrated for the NORDIC denoised
multi-echo line-scanning.

We observed an increase in signal intensity when multi-echo data are acquired,
compared to the single-echo acquisition, and a significant decrease of noise in the
multi-echo denoised single voxel timecourse, as demonstrated from the averaged
tSNR along the line, of 4.0 for the single-echo line-scanning and 36.2 for NORDIC-
denoised multi-echo. Moreover, from Figure 4.9d where t-stats distributions are
shown, we observed an improvement in t-stats when multi-echo NORDIC-denoised
data are used. On average, across the line, a mean t-stats value of 3.8±8.4 (mean
± standard deviation) was found for single-echo line-scanning, and 25.1±20.5 for
NORDIC-denoised multi-echo line-scanning.
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4.4 Discussion
Line-scanning fMRI is a novel technique for high spatiotemporal resolution fMRI
in humans with multiple potential applications such as cognitive neuroscience,
including layer and columnar imaging, but also clinical studies on, for instance,
small vessel disease. Here, we report on three improvements to our first imple-
mentation of line-scanning [306] to increase the sensitivity and flexibility of line-
scanning and mitigate the effects of motion: 1) multi-echo acquisitions, 2) NORDIC
denoising and 3) real-time motion correction using interleaved navigators.

Multi-echo fMRI is known to increase SNR and BOLD contrast-to-noise ratio (CNR)
and decrease sensitivity to physiological noise [171, 172]. We found that a scheme
with 5 echoes showed the highest sensitivity. This is likely the result of the known
interplay between SNR (and tSNR) and TE-dependent BOLD CNR as reflected by
the higher t-stats from the visual task. Other multi-echo studies have also opted for
5 echoes [172, 332], suggesting that this number of echoes is a suitable balance be-
tween exploiting the power of the multiple echo acquisition (in terms of T2* range
broadening) while maximizing the readout length without too much time spent in
the risetime of the readout gradients. Further increasing the number of echoes in
the same readout-time pushed the first echo to earlier echo times, resulting in the
highest tSNR for 9 echoes, albeit with reduced CNR (t-stats) compared to the other
multi-echo schemes, possibly due to the increased gradient ramp time.
The tSNR weighted echo combination approach (wtSNR) showed a similar behav-
ior of tSNR profile with increasing echoes compared to SoS (Figure 4.4c). The T2*
fit echo combination approach consistently showed reduced t-stats and tSNR, re-
flecting the challenges of obtaining a good T2* fit while retaining the necessary
bandwidth for our current spatiotemporal resolution. Note that the tSNR increase
with respect to the increasing number of echoes appears larger in WM rather than
the GM ROI (Figure 4.4d). WM is known to contain less physiological noise than
GM [312], so the larger tSNR increase likely reflects a reduction in the contribution
of thermal noise.
Regarding the echo combination methods, we investigated three echo combina-
tion strategies. Note that many other combination approaches exist, some of which
might exploit the benefit of multi-echo acquisitions better [176, 333], though most
do not solve the T1-transient that we have to deal with in the motion-corrected
data.

To further optimize line-scanning, we aimed to reduce thermal noise by adapt-
ing NORDIC denoising for multi-echo line-scanning [319]. High spatial resolution
line-scanning data is likely dominated by thermal noise, as opposed to physiologi-
cal noise. We observed that most of the principal components (99.7%, on average
across participants) after SVD were removed from the data, suggesting that thermal
noise is indeed dominant and needs to be removed. T-stats increased after denois-
ing, with respect to the standard reconstruction (no denoising), for every partici-
pant. The “hard-thresholding” we used in the adapted NORDIC denoising is very
liberal (due to the large number of components removed from the data), hence, as
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for any denoising techniques, one should be wary of potential biases that can be
introduced [319, 334]. This is particularly important when less strong stimuli (lead-
ing to smaller responses) are used. In these cases, other thresholding approaches
can be adopted (such as approaches involving noise scans or g-factor maps when
parallel imaging is used, or approaches involving cross-validation [335] to evalu-
ate a threshold that allows removing specific noise sources while retaining signal
components.
Importantly, besides the t-stats, the tSNR also strongly improved when NORDIC-
denoising was applied, in agreement with the findings of [319]. Note that line-
scanning presents some analogies with electroencephalography (EEG) data; both
have a one-dimensional nature, high noise levels, and temporal resolution in the
order of ms. This suggests that denoising methods used in EEG could also be inves-
tigated for line-scanning. Specifically, some non-linear approaches [336, 337], as
well as ICA-based methods, particularly on short-time Fourier transforms of EEG
signals [338], appear to efficiently denoise EEG data.

Line-scanning data are by definition 1D fMRI recordings in the spatial domain.
The 1D nature renders line-scanning more susceptible to motion compared to
standard fMRI, which is exacerbated by the fact that volume coregistration can-
not be applied as a post-hoc correction method. Moreover, if motion occurs dur-
ing the functional line-scanning acquisition, any drift out of the selected FOV is
impossible to detect and fix. Here, we implemented a motion correction proce-
dure using interleaved large FOV navigators to track and correct the acquisition in
real-time, albeit at the temporary loss of both fMRI samples and the signal steady-
state, which induces a consistent T1-transient signal warranting the reported cor-
rection schemes. We employed three different navigators: two surface coil naviga-
tors (surf wat/fat-nav), which have the advantage of being faster due to the pos-
sibility of strong SENSE acceleration by parallel imaging, at the cost of brain cov-
erage and possibly reduced coregistration quality, and one transmit coil navigator
(vol wat/fat-nav), which was much slower (2-3 times slower than surface coils nav-
igators), but whole brain movements could be tracked, favoring the coregistration.
The T1-transient on the timecourse can be minimized by reducing the navigator
acquisition time, i.e. by employing high-undersampling afforded by dense sur-
face receive arrays. Surface-array-recorded navigators (surf wat/fat-nav) provided
large gains in t-stats and tSNR compared to a whole-head but slower navigator (vol
wat/fat-nav), acquired with the transmit coil. Using water excitation rather than a
fat-based excitation navigator leads to lower T1-transient amplitudes, as the excita-
tion of the navigator counteracts the T1-driven magnetization recovery. Note that
the water-based navigator images are less sparse than fat images, resulting in po-
tentially increased SENSE artifacts. However, our current undersampling factor of
four in an array of 32 receive coils, did not prove to be problematic. In terms of sig-
nal analysis, large gaps and a T1-transient signal are introduced to the timecourse.
From the analysis of all participants, we found that a simple interpolation of the
points corresponding to the T1-transient was the optimal option for managing the
issue, in terms of both tSNR and t-stats. Even though the interpolation method
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is the simplest, it completely removes the T1-transient distortions, (unlike our re-
gression method, which only reduces the T1-transient signal), hence enhancing
both the tSNR and t-stats. The T2*PMC fit method yielded noisy timecourses and,
while the T1-transient signal is fully eliminated, it does not fulfil the requirement
of high tSNR. A more sophisticated regression might bring the results closer to the
imputed data quality while retaining more of the original timecourse. However,
the limited tSNR of linescan acquisitions and the sharp peak of the T1-transients
to be removed would complicate such regressions.
We already acknowledged that the presence of the T1-transient is a limiting factor
in the motion-corrected data, but it is a great tool when scanning specific groups,
such as patients, young adults and non-trained participants (i.e. participants that
are completely naive to scanning), as well as to validate the sensitivity of the method
to motion. In general, considering the necessary pause for navigator acquisition
and the resulting T1-transient effect to perform PMC, we recommend using image-
based prospective motion correction only when non-trained participants are in-
volved. Highly trained participants are capable of staying still within 250 μm for
remarkably long periods of time [339], if necessary supported externally, such as
through head fixation.

From our last comparison, on a single participant, we observed a substantial im-
provement in data quality and obtained functional responses for NORDIC denoised
multi-echo line-scanning compared to the original single-echo line-scanning [306],
in terms of both t-stats and tSNR. The NORDIC-denoising proved to be a great
tool for decreasing thermal noise, while the use of multi-echo data per se offers
an increase in MR signal and more freedom in the processing of the data, such
as different possibilities of echo combination strategies or physiological noise re-
gression. We decided not to add the PMC in the comparison with the single-echo
line-scanning version to avoid the T1-transient, which would bias the comparison.

The presented improvements are relatively straightforward ways to increase the
data quality and make line-scanning fMRI more generalizable and open for new
neuroscientific questions, as well as possible clinical research. Specifically, with
a double session approach we would aim for a subject-specific line planning, in
order to investigate the hemodynamic responses function across cortical depth in
patients with small vessel and sickle cell diseases, compared to healthy partici-
pants [286, 307–309].

4.5 Conclusion
Line-scanning is a powerful fMRI technique to detect BOLD responses at ultra-
high spatial and temporal resolutions. Here, we added multi-echo readouts, NORDIC
denoising, and real-time motion correction. We suggest a 5-echo multi-echo ac-
quisition with NORDIC-denoising for line-scanning fMRI in the visual cortex. For
non-trained participants, we recommend using prospective motion correction and
we suggest interpolating the time points corresponding to the T1-transient time in
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order to correct for it. Using multi-echo readouts and NORDIC denoising for line-
scanning, we found a substantial increase in tSNR and t-stats upon a visual task
compared to the original single-echo line-scanning protocol.
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5. Spin-echo line-scanning (SELINE)

Abstract

Objective: Neurons cluster into sub-millimeter spatial structures and neural activ-
ity occurs at millisecond resolutions; hence, ultimately, high spatial and high tem-
poral resolutions are required for functional MRI. In this work, we implemented
a spin-echo line-scanning (SELINE) sequence to use in high spatial and temporal
resolution fMRI.

Materials and Methods: A line is formed by simply rotating the spin-echo refo-
cusing gradient to a plane perpendicular to the excited slice and by removing the
phase-encoding gradient. This technique promises a combination of high spatial
and temporal resolution (250 μm, 500 ms) and microvascular specificity of func-
tional responses. We compared SELINE data to a corresponding gradient-echo
version (GELINE).

Results: We demonstrate that SELINE showed much-improved line selection (i.e.
a sharper line profile) compared to GELINE, albeit at the cost of a significant drop
in functional sensitivity.

Discussion: This low functional sensitivity needs to be addressed before SELINE
can be applied for neuroscientific purposes.
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5.1 Introduction
Functional magnetic resonance imaging (fMRI) is a powerful tool in neuroscience
to detect brain activity, particularly based on the blood oxygenation level-dependent
(BOLD) signal [22]. Neurons cluster into sub-millimeter columnar and laminar
structures, and neural activity occurs at millisecond resolution; hence, when in-
vestigating brain activation differences across layers, high spatial and high tem-
poral resolution is required. The recently described gradient-echo line-scanning
(GELINE) sequence achieved very high resolution in humans [274, 306] across cor-
tical depth (250 μm) and time (∼200 ms), by sacrificing volume coverage and re-
solution along the cortical surface. This method is based on very early MRI ex-
periments [47, 49] and was more recently implemented in rodents [50] and for re-
laxometry and diffusion MRI in humans [304]. Gradient-echo (GE) BOLD is highly
sensitive to changes in the local T2* relaxation time and is the most commonly used
contrast in fMRI experiments. However, it suffers from non-specific signal con-
tributions from large veins [234, 340, 341]. This is even more problematic when
high spatial resolution is involved since confounds caused by signals from non-
capillary vessels impact the localizational fidelity of GE BOLD fMRI signal [32, 241].
Hence, more specific functional imaging techniques have recently gained much
attention [223, 229, 342–344]. Spin-echo (SE) functional responses are expected to
be much better localized to the site of neuronal activation, because of the strong
micro-vascular weighting which can be achieved with SE for field strengths larger
than 3T [32, 192, 262, 341, 345]. In fact, this technique offers a better localization
of the signal coming from the capillaries, particularly at ultra-high magnetic field
strength (7T and above) and presents the advantage of furnishing an optimal sensi-
tivity with a single echo readout, due to the little variation in T2 of gray matter (GM)
through the brain (unlike the considerable variation of T2*, in case of GE BOLD)
[192]. Although spin-echo imaging is long established for fMRI [196, 346, 347], the
technique continues to be developed to improve sensitivity and acquisition effi-
ciency [343, 348–352].

The high spatiotemporal resolution reached with line-scanning, when combined
with a functional contrast more specific to the microvasculature than GE BOLD,
would allow us to isolate microvessel responses and to characterize the distribu-
tion of blood flow and laminar fMRI profiles across cortical depth with higher fi-
delity. Moreover, spin-echo line-scanning (SELINE) offers beam excitation without
the need for the outer-volume suppression (OVS) pulses, which are necessary in
the case of GELINE and lead to imperfect RF saturation performance, hence poor
line boundary definition [47]. SELINE capitalizes on a simple rotation of the plane
for the refocusing pulse to a perpendicular plane. This intrinsic characteristic of
SELINE allows us to minimise out-of-line signal contributions. Theoretically, it
also results in lower specific absorption rate (SAR) limits, because of the absence
of OVS pulses, even if SAR restrictions arise due to the presence of a refocusing
pulse.

Besides the numerous advantages that SE would give to line-scanning, it also pre-
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sents intrinsic problems when combining the formation of a SE with high resolu-
tion fMRI. First, the need for a relatively long TE (∼50-55 ms) at 7T to match the
T2 of cortical gray matter [353]. This makes it more difficult to keep a short TR for
fMRI studies; this aspect is even more important for line-scanning fMRI, which is
characterized by a high temporal resolution. Second, the TR is limited by the need
to have at least one refocusing radiofrequency pulse in the sequence, which can
also reach the power limits (SAR) with very short TRs. Third, SE has an intrinsically
lower BOLD sensitivity and tSNR compared to GE (approximately half the BOLD
percentage signal change and tSNR for SE compared to GE) [32, 354, 355]. Finally,
the signal-to-noise ratio (SNR) of SE is lower than GE, making small voxels more
difficult and increasing the required measurement times.

Spin echo lines have been implemented for diffusion-weighted MRI, to show the
laminar architecture of the primary somatosensory cortex and primary motor cor-
tex at 250-500 μm spatial resolution [304]. Here, we present our implementation of
SELINE for BOLD fMRI in humans at 7T. We compared the performance of SELINE
with a GELINE acquisition in terms of temporal signal-to-noise ratio (tSNR), line
specificity and BOLD sensitivity. We also guide the reader through specific techni-
cal issues we ran into during the implementation of the sequence.

5.2 Methods
We scanned 5 healthy participants at a 7T MRI system (Philips, Netherlands) equip-
ped with a 2 channel transmit, 32 channels receive head coil (Nova Medical, USA)
and 1 participant with an 8 channel transmit, 32 channels receive head coil (Nova
Medical, USA). In addition, multiple pilots were conducted to optimize the param-
eters used here (Table 5.1). For pilot studies, we used a sphere phantom or healthy
participants.
All participants provided written informed consent before participating, and the
study was approved by the local ethical committee.

N transmit
channels

TR [ms] TE [ms] FA [deg] BW
[Hz/pixel]

fat sup-
pression

2 500 50 146 28.89 SPAIR

8 300 40 148 28.95 SPIR

8 200 50 154 28.95 SPIR

8 190 43 154 28.95 SPIR

8 190 40 154 28.95 SPIR

8 355 40 146 28.95 SPAIR

8 500 50 140 28.95 SPAIR

Table 5.1: Sequence parameters for pilot SELINE acquisition. FA = flip angle, BW = bandwidth.

We modified a 2D spin-echo sequence for the SELINE data acquisition (Figure
5.1a). The phase-encoding in the direction perpendicular to the line was turned
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off. Other parameters: line resolution 250 μm, TR 500 ms, TE 50 ms, flip angle
146°, array size 720, line thickness 2.5 mm, in-plane line width 5 mm, fat suppres-
sion using the vendor implementration of SPectral Attenuated Inversion Recovery
(SPAIR), adjusting the frequency offset to 250 Hz and bandwidth (BW) to 1000 Hz.
Different 180° refocusing pulse shapes were tested, and the one leading to the best
results in terms of beam selection was a symmetric sinc pulse named ‘echo2’ in
the vendor software. It has a maximum B1 of 18 μT and bandwidth-time product
of 4.4. Its slice-selection gradient was moved to the phase-encoding direction to
refocus only a single beam of the excited slice (Figure 5.1b). Note that with “beam
selection” we mean the formation of the line as a result of the intersection between
the excited plane and the refocusing of the perpendicular plane.
Pairs of crusher gradients (strength=25 mT/m, duration=1.9 ms) were added around
the refocusing gradient in every direction to avoid free induction decay (FID) arte-
facts while spoilers (strength=3.3 mT/m, duration=21.6 ms) were introduced at the
end of the sequence to eliminate residual transverse magnetization. The readout
was performed with a gradient duration of 19.5 ms and a strength of 2.6 mT/m.

RF

slice

phase

ADC

TE

frequency

90 ° 180 °

90 °

180 °a b

Figure 5.1: (a) SELINE sequence. Note the absence of phase-encoding gradients and the two different orientations of
the 90° and 180° gradients to excite and refocus perpendicular planes. The gradient was moved from the slice-selection
direction to the phase-encoding direction, as indicated by the red arrow. Pairs of crusher gradients were added around
the refocusing gradient in every direction to avoid free induction decay artefacts, while spoilers were introduced at the
end of the sequence to eliminate residual transverse magnetization. (b) Excitation and refocusing of 2 perpendicular
planes, leading to a signal coming from a beam, indicated in yellow.

GELINE data acquisition was based on the method described previously [306].
Briefly, line-scanning data using a modified 2D gradient-echo (GE) sequence, where
the phase-encoding gradients were turned off. Before slice excitation, the signal
outside the line of interest was suppressed through two slab-selective spatial ra-
diofrequency (RF) saturation pulses for outer volume suppression (OVS). The spa-
tial saturation pulses had a pulse duration of 7.16 ms, a pulse flip angle of 97° RF
amplitudes of 4.85 mT and 4.67 mT, respectively, and selection gradients with 0.27
mT/m gradient strength and duration of 7.76 ms. Fat suppression was applied be-
fore the OVS using the vendor implementation of spectral presaturation with in-
version recovery (SPIR), adjusting the frequency offset to 250 Hz and bandwidth
to 1000 Hz. The other parameters were: line resolution of 250 μm, array size 720
points along the line, and line thickness in the ‘slice’ direction 2.5 mm. The nomi-
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nal in-plane line width was 4 mm, flip angle of 16° and TE 22 ms. This TE was used
to achieve an optimal GE BOLD contrast. We used a slightly lower TE than the T2*
of gray matter at 7T [356] to compensate for T2*-shortening by B0 inhomogeneities
and to increase the SNR. The readout gradient duration of 22.28 ms and strength
of 4.26 mT/m, resulting in a readout bandwidth of 45.4 Hz/pixel. A TR of 500 ms,
however, was used here to match that of the SELINE acquisition in terms of tem-
poral resolution and degrees of freedom in the GLM for assessing significant task
activation.
Regarding the line position, since GELINE and SELINE are scanned in the same
session, it is possible to use exactly the same geometry for both acquisitions. In
fact, the slice parameters were copied from one acquisition to the other, while the
lines end up in the middle of the slice in both cases (either through the rotation of
planes or through the placement of saturation slabs).
SELINE and GELINE data were reconstructed offline using Matlab (Mathworks Inc,
USA) and MRecon (Gyrotools, CH). Multi-channel line data were combined with a
weighted sum of squares (SoS), based on tSNR and coil sensitivity maps (csm) per
channel:

S(x) =
∑Nc

i=1 wi (x)∗Si (x)√∑Nc
i=1 |wi (x)|2

(5.1)

where S is the MRI signal, Nc is the number of channels of the receive coil (N c=32),
and wi (x) = con j (csm)∗ tSN R(x) per coil as the weighting factor. Details for the
reconstruction are reported in Raimondo et al. [306]. In addition to the previ-
ously described pipeline, we introduced a NORDIC-based denoising step to re-
move thermal noise prior to the coil combination step [319, 357].
For both acquisitions, the line was positioned perpendicular to the visual cortex
as much as possible, considering the restrictions to the geometry, allowing only
coronal acquisitions with the line positioned in the center of the slice and 45° an-
gulation away from a coronal plane. The occipital lobe was identified from a low
resolution whole brain scan, and a coronal slice covering a portion of visual cortex
was scanned. From that slice, a portion of gray matter was selected and the left-to-
right oriented line was placed in order to cover that region. Sometimes more than
one slice was scanned, in order to make sure that the line intersected a suitably
positioned portion of gray matter. The whole planning procedure took around 5
minutes. By design, the line was centered in the middle of the slice for both SELINE
and GELINE, hence, in the absence of gross subject motion, further registration of
the line to the slice was unnecessary.
We acquired one run of functional data with each protocol, using a block design
visual task consisting of an 8Hz flickering checkerboard presented for 10s on/off.
Runs lasted 6 minutes and 20 s, starting with a 10 s baseline period. For one subject,
2 GELINE runs and 4 SELINE runs were acquired to further increase the functional
SNR, when averaging more runs. Note that we scanned a highly experienced par-
ticipant when we acquired more runs to make sure that motion was not degrading
the data quality; for this reason we did not perform any kind of registration be-
tween lines. Functional data were analyzed using a general linear model (GLM)
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approach, and t statistical values (t-stats) were evaluated to identify active voxels.
We also ran an independent component analysis (ICA) on both GELINE and SE-
LINE data. This validation is useful when there is no certainty that the temporal
autocorrelation is handled properly [358].
We also calculated the tSNR across the line, as well as in an 11 voxels ROI contain-
ing gray matter, through

tSN R = S(t )

σ(S(t ))
(5.2)

where S(t ) is the mean signal over the whole timecourse, and σ(S(t )) is the stan-
dard deviation of the signal across time for the whole timecourse. For each subject,
we acquired a Line Signal Distribution (LSD) image with the same parameters used
for the SELINE acquisition but without the removal of the phase-encoding gradi-
ent. The LSD image describes the imaged line, hence the line-scanning sequence
without the removal of the phase-encoding gradients. Additionally, for one subject,
we acquired matched 2D gradient-echo (GE) and SE EPI fMRI at a lower spatiotem-
poral resolution (1.5 mm isotropic, TR=2.5 s, but with the same TE, and ‘coverage’
as the line images) to compare functional runs in terms of t-stats of single slices
with line scanning fMRI. In addition, we acquired LSD images (with the same pa-
rameters) with the same visual task to investigate the effect of line selection on
functional sensitivity in both acquisitions.

5.2.1 Design considerations
Here, we summarize minor technical constraints we encountered during the im-
plementation of the sequence:

• Spoiler gradients were added at the end of the TR loop on all 3 gradient axes
to avoid phase artifacts in the center of the slice image (see Figure 5.7a and
b). Those spoiler gradients of 3.3 mT/m strength and 21.6 ms duration com-
pletely eliminated the residual signal after the readout and the associated
ripples in the line (Figure 5.7b).

• Pairs of crusher gradients (strength=25 mT/m, duration=1.9 ms) were added
around the refocusing pulse, again on all the three gradient axes. These
crushers were necessary to eliminate the frees artefacts resulting from the
refocusing pulse. Those artefacts are visible as well in the slice image (see
Figure 5.8).

• From the pilots reported in Table 5.1, we noted that the 8-channel transmit
coil provided more B1 and offered acceptable fat suppression with SPIR in-
stead of SPAIR, which allowed the use of shorter TRs. However, very short
TRs (<350 ms) lead to low signal (Figure 5.10 of the supplementary material).
With both 8-channel and 2 channel transmit coils, SPAIR furnished better fat
suppression than SPIR. Different excitation flip angles (FA) were also investi-
gated to optimize the SELINE signal. 146° was found to be the best option in
terms of B1 homogeneity and relative SNR, similar to what was suggested by
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our simulation in Figure 5.9, evaluated according to Diiokio et al. [359], hav-
ing the maximum signal intensity for a FA of 142°. We evaluated the optimal
excitation flip angle for a given set of TR and T1 by minimizing the following
equation for the spin-echo transverse magnetization:

Mx y = sinα[1− (cosβ)e
− T R

T1 )− (1−cosβ)e
− T R−T E/2

T1 ]

[1−cosα(cosβ)e
− T R

T1 ]
(5.3)

With α being the varied excitation angle, TR = 500 ms, TE = 50 ms, T1 = 2100
ms (for gray matter at 7T), β = 180° (FA of the refocusing pulse).
Overall, a 2 channel transmit acquisition with TR = 500 ms, TE = 50 ms, fat
suppression using SPAIR and FA of 146° proved to be the best option, to-
gether with the corresponding version with 8 channel transmit. Those se-
quences were used respectively for the 5 subjects acquisition on the 2 chan-
nel transmit, and 1 subject acquisition on 8 channel transmit with additional
runs.

5.3 Results
Figure 5.2 shows an example coronal slice (a), the associated LSD image (b), with
the signal coming from the intersection of excited and refocused planes, and an
example line-scanning acquisition, depicting the evolution of the MR signal for
each voxel (position), across time (c).
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Figure 5.2: (a) acquired slice with spin-echo sequence. (b) LSD image for SELINE acquisition, resulting from the
intersection of the excited and refocused planes. L and R indicates the left and right direction respectively. (c) SELINE
acquisition, a plot of the MR signal for position and time.

In Figure 5.3a, a representative participant’s LSD profile is shown for the SE and
GE acquisitions, obtained by averaging over all the voxels in the readout direction
of an LSD image. Note the much sharper profile of the SE acquisition compared
to the GE version, where the effect of imperfect OVS pulses is clearly visible from
the residual signal coming from outside the line. On average, across subjects, we
found a full-width-at-half maximum (FWHM) of the LSD profile of (5.5±1.0) mm
for SELINE and (9.2±3.2) mm for GELINE.

Figure 5.3b shows the tSNR for line acquisitions with SELINE and GELINE for the
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same subject. SELINE tSNR values were consistently lower than GELINE tSNR,
likely driven by the TE difference as well as the differences in the line profile. In
this plot, we evaluated the tSNR after averaging 2 runs of GELINE and 4 runs of
SELINE. Across subjects, we evaluated that tSNR was 2.4 times higher for 1 run of
GELINE, compared to 1 run of SELINE, and 4 times higher in the 11 voxels ROI
containing gray matter.
Results for all 5 participants scanned with the 2-channel transmit system can be
found in Figure 5.11 showing LSD profiles, tSNR values and timecourses for both
GE and SE.
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Figure 5.3: (a) normalized LSD profile for spin-echo (blue line) and gradient-echo (red line), plotted perpendicularly
to the slice, where the region of the line is highlighted in the blue and red box. Note the improved line definition in
SELINE. (b) tSNR for spin-echo line-scanning (blue line) and gradient-echo line-scanning (red line), with the anatom-
ical references at the bottom (spatially matched).

As might be expected from the lower tSNR values, SELINE acquisitions also yielded
low functional responses. Figure 5.4 shows the t-stats values obtained from the
GLM of 1 run of SELINE (a) and GELINE (b) and for the average of respectively 4
and 2 runs (c and d), overlaid on the acquired slices for SE and GE. While one run
of GELINE activation is visible, with relatively high t-stats in the gray matter areas
of the line (yellow arrows), even the average of 4 runs of SELINE does not lead to
easily detectable responses. Only small responses are visible in the gray matter
areas.
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Figure 5.4: (a) t-stats for 1 SELINE acquisition, (b) 1 GELINE acquisition, (c) 4 runs average SELINE acquisition and (d)
2 runs average GELINE acquisition, overlaid on the acquired slices, for the same representative participant. The light
blue and red boxes indicate where the line was positioned, and the yellow arrows highlight gray matter regions.

On average, across subjects, we found that 1 run of GELINE furnished 3.9 times
higher mean value of t-stats along the line, compared to 1 run of SELINE.

To investigate the sensitivity differences between the SELINE and GELINE proto-
cols, independent from the line formation, we compared them in a limited reso-
lution image format as well, for both the slices and LSD images. Figure 5.5 shows
the activation maps of the SE and GE-EPI slices and the accompanying functional
LSD images. The SE-EPI showed solid but lower functional responses than GE-EPI.
All functional responses were well within the gray matter areas in both SE-EPI and
GE-EPI slice acquisitions. Note the different scales for GE-EPI and SE-EPI t-stats.
The difference in functional sensitivity between SE-EPI and GE-EPI appeared to
be larger in the LSD images (Figure 5.5c and d). LSD functional images confirmed
good line selection in SELINE, but also highlighted the limited available functional
signal in SELINE. Note that these voxels were larger than those used in the SELINE
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and GELINE acquisitions.

Figure 5.5: (a) t-stats for SE-EPI slice acquisition, (b) GE-EPI slice acquisition (c) SE LSD image acquisition and (d) GE
LSD image. The spatial resolution is 1.5mm isotropic in all four acquisitions.

In Figure 5.6 we reported the results of the ICA for a representative participant. In
GELINE data (a) the task component is observed in one of the ICA’s first compo-
nents as visible from the timecourse of the component and the power spectra with
the peak at the task frequency (0.05 Hz, indicated by the light-blue dashed bar). For
SELINE data (b) the task component was never properly detected by the ICA, indi-
cating that the GLM analysis was not influenced by noisy temporal fluctuations.
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Figure 5.6: first 5 components of the ICA analysis for GELINE (a) and SELINE (b) acquisition. For each row we repre-
sented the spatial profile, the component timecourse, the power spectra and the power spectra zoomed around the
task frequency, indicated by the light-blue dashed bar. Note that the y-axis in the component timecourse is scaled
differently for each component.

5.4 Discussion
In this paper, we reported the first implementation of SELINE for fMRI in humans
at 7T. SELINE showed sharp line definition by rotating of the refocusing plane rela-
tive to the slice acquisition. In SELINE, the line thickness can be easily adapted by
simply changing the refocusing gradient strengths.

To achieve SELINE, we used a sinc-shaped refocusing pulse and an optimized gra-
dient crusher and spoiler scheme to remove the signal from spurious echoes. In
the vendor implementation of standard SE imaging, no crushers gradients are in-
cluded, and FID artefacts are located on the edges of the slice; hence they do not in-
terfere with the actual image being acquired. However, when the phase-encoding
gradient is removed, in order to obtain line-scanning data, the artefact signals are
concentrated in the line as well. Hence, the crusher gradients were essential for
obtaining a clean line signal. Regarding the refocusing pulse shape, the default
composite block pulse, used in the standard vendor implementation of SE imag-
ing, resulted in coherence artifacts in the beam. The ‘echo2’ sinc pulse we chose
was also used successfully in SE-EPI based functional acquisitions at 7T [345].

An optimal excitation FA for short TR SELINE was simulated and validated to ob-
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tain maximal SELINE signal (Figure 5.9). We assessed the SELINE fMRI perfor-
mance by comparing it to GELINE fMRI and image-based comparisons to 2D SE
and GE EPI.

We found that within the SE LSD image, it was possible to observe anatomical fea-
tures of the brain; hence the signal in the line was not affected by the line creation
through the rotation of refocusing gradient. On the contrary, the OVS pulses used
here for GELINE are positioned in close proximity, and result in some signal dete-
rioration within the line, visible from the decrease of the line-selection fidelity (see
also [306]). However, the improved line definition for SELINE leads to a smaller
area yielding signal and hence lower tSNR and functional sensitivity. This is in ad-
dition to the inherently lower sensitivity of SE-BOLD. The combination of these
two effects leads to much lower tSNR and t-stats for SELINE than GELINE.

Regarding the BOLD activation, smaller responses are expected in SE-BOLD weighted
data [343]. Much work is undertaken to improve SE-based acquisition for func-
tional imaging [343, 348, 350–352]. Here, we used a single-echo acquisition. We
could not detect significant task-driven activation in the SELINE, while GELINE
consistently showed clear activation patterns in the visual cortex (on average across
participants, t-stats were 3.9 times higher for 1 run of GELINE compared to SE-
LINE). In the image-based comparison presented in Figure 5.5, SE-EPI images have
clearly defined functional responses located within the gray matter, though at lower
t-stats values than GE-EPI. Functional activation is barely detectable on the SE-
LSD images, while a clear activation is observed in the corresponding GE-EPI LSD
functional images. This difference suggests that there is an additional loss in sen-
sitivity in SE-EPI when generating a line rather than exciting and refocusing an
entire slice, possible due to the small size of the target line. The data in Figure 5.5
is drawn from a single individual, so it can only show a general trend and is not
precise enough to measure effect sizes. Taken into account that the SELINE acqui-
sition has even lower SNR than the SE-EPI LSD due to the smaller voxel volume (1.8
times smaller) and bigger sampling rate (5 times higher), the SELINE acquisition is
currently not suitable for fMRI visual experiments.

Note that we do not expect that inflow effects are more prominent in SELINE com-
pare to GELINE. In fact, in GE sequences, inflow effects arise when the blood within
an imaged slice is replaced during the TR, hence, here, in 500 ms. In case of SE
sequences, the critical time during which unwanted inflow effects can occur is
shorter because it corresponds to the time between the excitation and the refo-
cusing pulse (TE/2), which is, here, only 25 ms. For fast flowing blood, the blood
will not experience the refocusing pulse and will result in a blood signal reduction
effect (wash-out); this is opposite for GE where one will observe a blood signal in-
crease (inflow effect). For this reason, we may expect (if any) inflow artefacts for
GELINE rather than for SELINE.

NORDIC denoising could have an effect in removing task-driven signal from the
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SELINE data. We also tested unfiltered data and we could not detect any responses
due to task either, as visible from Figure 5.12 in the Supplementary material.

Another concern that line-scanning often raises is motion. In general, when using
line-scanning, motion can be problematic. Although the multi-run data was ac-
quired in a highly experienced individual, some motion is to be expected over the
course of 4 5-minute runs. However, since GELINE and SELINE data were acquired
in the same session and the same subjects, we would expect any motion problems
to be similar in both acquisitions and hence conclude that motion is not the main
cause for the observed differences in SELINE and GELINE. Moreover, the current
setup does not allow for motion correction, but a prospective motion correction
module could be introduced in future implementations [357].

Another theoretically easy source for improvement would be a change in the geom-
etry of the excited and refocused plane when creating the line. In fact, we decided
to excite coronally and refocuse axially, not only to match the GELINE and SELINE
acquisitions, but also due to experimental limitations which we should overcome
to be able to perform SELINE acquisition outside of visual cortex. Being able to ex-
cite an axial slice and refocus coronally would lead to less tissue being affected by
the refocusing RF, possibly minimizing the FID artefacts mentioned in the “Design
considerations”.

Finally, the SELINE sensitivity can be improved in future by incorporating a multi-
echo readout [360], the use of high-density surface coils [122], as well as using
higher field strengths. Massive averaging across runs is a widely employed strat-
egy in neuroscience to improve the SNR and recover activation from specific tasks
or low-sensitivity acquisitions [231, 361–365]. For SELINE data, we can speculate
that averaging across more than 4 runs would help to improve the sensitivity and
recover activation detection, at least with a strong block-design visual task. How-
ever, such long acquisition times render the data sensitive to motion, especially so
at the line-scanning spatial resolution. Prospective motion correction would allow
scanning people for a very long time. However, the current implementation of SE-
LINE does not include prospective motion correction [357]. For this reason, at this
stage we cannot provide the reader with an estimate of how long one would need
to scan to see activation in SELINE data.

The use of a strongly asymmetric spin-echo optimized for BOLD fMRI might also
help to increase the detectability of functional activation [366]. Another approach
often used to overcome some of the technical limitations of SE is GRASE [347, 367],
which has already been suggested for line-scanning purposes at lower resolution
[368]. Moreover, shorter TRs should be properly investigated in order to fully ex-
ploit the power of line-scanning, which promises, at the same time, high spatial
and temporal resolution. So far, we noticed that fat suppression using SPIR al-
lows shorter TRs, however, SPIR only suppresses fat adequately when an 8-channel
transmit coil is used.
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5.5 Conclusion
In this study, we presented our first attempts to implement spin-echo line-scanning
in humans at 7T. We demonstrated a much-improved line definition compared
to the corresponding gradient-echo version at the cost of lower tSNR and BOLD
sensitivity. Due to the non-detectability of active voxels in visual cortex after a
very strong visual task, we conclude that the implementation of spin-echo line-
scanning currently lacks adequate sensitivity for line-scanning fMRI. Still, we ar-
gue that spin-echo has a high potential for line-scanning applications due to its in-
nate properties of sharp line selection and the microvascular selective functional
contrast. We believe that several improvements can be performed to further de-
velop the current implementation, which can be considered a starting point for
future development. We propose multiple directions for improvement: regarding
the SNR increase, high-density surface coils array and higher field strengths, as well
as averaging across more runs and a more suitable geometry for the excitation and
refocusing plane could play a relevant role. Moreover, the sequence could be op-
timized with a multi-echo readout (GRASE), asymmetric spin-echo for increased
SNR and reduced B1 sensitivity [369, 370], and the addition of prospective motion
correction. 5
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Supplementary material

Figure 5.7: Example, on a sphere phantom, of (a) phase artifacts in the slice image and (b) profile of the line artifacts.

Figure 5.8: Example, on a brain slice, of FID artefacts that would be projected into the line, when the phase encoding
gradient is removed. Artefacts are highlighted in the red ellipses.
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Figure 5.9: Simulation of signal intensity for different flip angles (FA). The maximum signal is obtained for FA = 142°.

Figure 5.10: (a) LSD image for SE acquisition, (b) slice image, (c) SELINE data in psc and (d) tSNR for the acquisition
with TR = 190 ms, acquired on an 8-channel transmit system.
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Figure 5.11: Schematic representation of the results for the five subjects scanned with the 2-channel transmit system:
LSD images for the SELINE and GELINE acquisition (row 1 and 2 respectively), LSD profiles (row 3), tSNR values along
the line (row 4) and single voxel timecourses expressed in psc (row 5), for both GE (red line) and SE (blue line).
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Figure 5.12: Carpet plot in psc for SELINE (a) and GELINE (b) with and without NORDIC-denoising and timecourses
in psc with and without NORDIC-denoising for SELINE (c) and GELINE (d), for a representative voxel.
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6. HRF response in two age groups (AgeRF)

Abstract

Functional magnetic resonance imaging (fMRI) is a widely used tool to investigate
in vivo functional brain responses in humans. Valid comparisons of fMRI results
across age groups depend on consistency of the blood-oxygen-level-dependent
(BOLD)-driven hemodynamic response function (HRF). Although common sta-
tistical approaches assume a single HRF across the entire brain, HRF differences
can be observed across individuals, regions of the brain, and even across cortical
depth. Several attempts have been made to map these differences to the process
of aging, but these efforts have not led to a consensus view.

Here, we expand previous research in visual cortex using 7T fMRI as well as ultra-
high spatiotemporal resolution line-scanning (250 μm in laminar direction, sam-
pled every 105 ms), which allowed us to investigate age-related changes in the HRF
across cortical depth. Eleven young healthy participants (23±2 years old, 6 males)
and 11 healthy middle-aged participants (6±4 years old, 9 males) participated in
HRF-mapping experiment. HRFs were estimated using a smooth basis function
deconvolution approach at each cortical depth separately. From these HRFs, we
extracted properties related to response magnitude and temporal dynamics.

We found that the these properties of the HRF in the two age groups are similar
in primary visual cortex for both the high-resolution whole-brain fMRI acquisition
and the line-scanning acquisitions, suggesting that middle-aged individuals can
participate in neuroscientific studies free of bias in HRF characteristics.
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6.1. Introduction

6.1 Introduction
Aging causes a broad set of anatomical and functional changes in the brain. For
example, thinning and atrophy of the cortex are observable in later stages of life,
starting from middle aged [371]. Functional changes are also reported, such as a
reduction in cerebral blood flow (CBF) and alterations in cerebral metabolic rate of
oxygen (CMRO2) and blood supply [372, 373]. Magnetic resonance imaging (MRI)
is a powerful tool, since it allows for measurements of structure and function in the
living human brain. Particularly, functional MRI (fMRI) is a non-invasive method
that is sensitive to changes in the blood oxygenation level-dependent (BOLD) sig-
nal as a consequence of tasks [22]. With respect to ageing brains, fMRI allows to de-
tect the hemodynamic response function (HRF) changes, which can reflect chan-
ges in the vasculature, particularly when sufficient high spatiotemporal resolution
is employed.

Several studies investigated the age-dependence of fMRI responses, but there is
no clear consensus on whether, and if so how, the HRF changes in healthy aging.
On the one hand, some studies reported a decrease in the amplitude of the BOLD
response following a visual stimulus in elderly individuals compared to a young
group (66-89 and 18-24 years old and 57-84 and 20-36 years old) [374, 375]. On the
other hand, Huettel et al. [376] found similar BOLD response amplitudes. West et
al. [377] suggested the small sample sizes, analysis techniques, and physiological
mechanisms could cause between-study discrepancies. Using large sample sizes
and minimal analysis assumptions, they aimed to disentangle age-related chan-
ges in HRF parameters from other sources of variability and link them solely to
alterations in one or more components of the neural-vascular coupling system.
This approach yielded a delayed response with decreased amplitude, reduced un-
dershoot and longer return to baseline in elderly (54-74 years old) compared to
younger (18-30 years old) participants in response to a visual-motor task, in the
occipital cortex. Moreover, the older group exhibited higher variability in response
shape compared to the younger group. However, in an earlier study, a lower ampli-
tude and SNR were not linked to shape and or variability differences between age
groups [378].

Despite the discrepancies reported above, some common points of those studies
can be highlighted: relatively low magnetic fields (1.5 and 3T), low spatial and tem-
poral resolutions (>3 mm isotropic) and long repetition times (TR) of 1-2 s were
used, which were standard for fMRI at the time [23, 24]. These acquisitions are
thus likely biased to sample BOLD signals from larger, draining veins [237]. In con-
trast, contemporary hardware (e.g. UHF-MRI) and methodological (modelling ap-
proaches) advances are likely bring relevant insights in HRF characterization in
the aging brain. Particularly, increased field strengths can be employed to reach
higher spatial and temporal resolution. This, in turn, would allow a more spatially
localized detection of changes in the HRF through reduction of partial voluming
[5, 9, 30, 342]. Using a higher sampling rate allows more frequent sampling along
the HRF, which aids in estimation of shape and timing parameters.
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This study aims to expand existing literature by employing state of the art acquisi-
tion and modelling approaches. Line-scanning fMRI is such an approach. In con-
trast to conventional whole-brain acquisition, line-scanning allows extremely high
spatial (250 μm) and temporal (∼100 ms) resolution in line direction by sacrificing
volume coverage [50, 303, 306]. This is done by exciting a slice and suppressing the
signal outside the line of interest through outer volume suppression (OVS). The
phase-encoding gradient in the direction perpendicular to the line is omitted, and
the line signal is then acquired after every excitation pulse. This method is suit-
able to yield highly detailed HRFs in humans across cortical depth by positioning
the line perpendicularly to the cortex, thereby reducing the mixing of signal from
different depth stages. We also included a relatively high-resolution whole-brain
fMRI acquisition (1.8 mm isotropic spatial resolution and repetition time of 1.32
s). The same visual task was performed in both acquisition schemes. We selected
two age groups (19-25 and 57-69 years old) to compare the HRF obtained both in a
large extent of primary visual cortex (V1) and across depth within a specific patch.

6.2 Materials and Methods
6.2.1 Participants

11 young healthy participants (23±2 years old, 6 males) and 11 middle aged healthy
participants (63±4 years old, 9 males) were scanned with a 7T MRI system (Philips,
Netherlands) equipped with a 2-channel transmit and 32 channel receive head
coil (Nova Medical, USA). Following the Helsinki Declaration, all participants pro-
vided written informed consent before participating. This study was approved by
the local ethical committee of the Vrije Universiteit Amsterdam. Participants were
screened prior to the experiments to ensure MR compatibility. We carefully in-
structed participants to lay still in the scanner and motion was limited by fixing
the head using foam pads.

6.2.2 Stimulus and task

The visual stimulus was presented on a screen placed at the end of the scanner
bore, visible through a mirror positioned on the top of the coil. To independently
localize responses visual cortex [379], a 12 seconds ON/OFF “localizer” task of 2.5
minutes was presented. During the ON-period, objects flickering at 8 Hz were pre-
sented on a scrambled grey background, while during the OFF-period a grey screen
was displayed. For estimation of HRF shapes [380–382], an event-related visual
task was employed (see Figure 6.1). The inter-stimulus intervals (ISIs) were gener-
ated following a negative exponential decay [383, 384]. We optimized the ISI distri-
bution in two stages. First, we generated 1000 ISI distributions (ISImin/ISImax/ISImean

= 3s/18s/6s) and obtained the predicted time course using a canonical HRF and a
stimulus duration of 3 s. The ISI distribution that resulted in the prediction with
the highest variance (ISIoptimized) was entered in stage 2. Here, we optimized the
order of ISIs by selecting the predicted time course with the highest variance gener-
ated from all possible ISI orders in ISIoptimized. To ensure participants’ engagement,
we introduced contrast-inverted presentations of flickering images (target) lasting

6

100



6.2. Materials and Methods

∼0.3 s in half of the trials and instructed participants to press a button whenever
they detected a target. A baseline consisting of 20 s of grey screen was added in the
beginning of the task.

Flickering images

45 animation 
frames (3 s)

Target

3 s stimulus duration
6 s mean ISI (3 s min, 8 s max)
negative exponential ISI distribution
1/2 trials with target

Figure 6.1: Schematic representation of the event-related visual task. Images selected from the HCP retinotopy dataset
[385] were flickering at 15 Hz on a scrambled grey background, in an event-related manner: 3 s stimulus duration (i.e.
45 animation frames), 6 s mean inter-stimulus interval (ISI), 3 s minimum ISI, 18 s maximum ISI, following a negative
exponential ISI distribution. In half of the trial negative images (target) were introduced to keep the participants
focused. The participants were instructed to press a bottom whenever a target was displayed.

6.2.3 Data acquisition - whole brain data
We acquired anatomical scans with a magnetization-prepared 2 rapid acquisition
gradient echo (MP2RAGE) sequence [386, 387]: matrix size = 344x344, spatial reso-
lution = 0.64 mm isotropic, TR = 6.2 ms, TE = 2.3 ms, TI1/TI2 = 0.8/2.7 s, flip angle =
8°/5°. The MP2RAGE sequence was used for segmentation and co-registration pur-
poses. A fluid-attenuated inversion recovery (FLAIR) sequence with the following
parameters was acquired to aid in pial surface segmentation: matrix size = 220x220
spatial resolution = 1 mm isotropic, TR/TI = 8/2.2 s, TE = 234 ms, flip angle = 90°.
Whole brain functional data were acquired using a 3D GE-EPI sequence with the
following parameters: matrix size = 112x112, spatial resolution = 1.8 mm isotropic,
TR = 1.32 s, TE = 17 ms, flip angle = 13°. Each run was followed by 4 volumes ac-
quired in the opposite phase-encoding direction to correct for susceptibility dis-
tortions [388]. The localizer run consisted of 124 volumes (2.5 mins), while 230
volumes per event-related run were acquired (5 min 11 s). Note that for the whole-
brain acquisitions, the ISI distribution was different for every run.

A schematic representation of the overall whole brain data acquisition can be seen
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in the top part of Figure 6.2.
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Figure 6.2: Schematic representation of the whole brain data acquisition and analysis. From the localizer with the
block design task, a localizer ROI was created with voxels with t-stats>2.3 following the GLM analysis. A probabilistic
V1 ROI (pV1) was derived from the Julich Histological Atlas [389] as implemented in FSL [298] and transformed to the
functional space. The overlap of localizer ROI and pV1 ROI resulted in voxels eligible for the deconvolution approach
from the functional runs with event-related task.

6.2.4 Data acquisition - line-scanning data
The line-scanning acquisition was based on [306, 357]: starting with a single slice
gradient-echo acquisition (matrix size = 720x180, in-plane spatial resolution = 0.25x1
mm, slice thickness = 2.5 mm, TR = 106 ms, TE = 12 ms, flip angle = 22°), a line-
signal distribution (LSD) image: same as the slice acquisition, with the addition of
2 saturation pulses (7.76 ms pulse duration) to suppress the signal outside the line
of interest, and 3 runs of functional line-scanning acquisition: modified 2D multi-
echo gradient-echo sequence (5 echoes), where the phase-encoding in the direc-
tion perpendicular to the line, needed for conventional 2D imaging, was omitted;
line resolution = 250 μm, TR = 105 ms, TE1 = 6 ms,ΔTE = 8 ms, flip angle = 16°, ar-
ray size = 720, line thickness = 2.5 mm, in-plane line width = 4 mm, fat suppression
using SPIR and 2 saturation pulses (OVS bands), identical to the LSD image, with
7.76 ms pulse duration. The left part of Figure 6.3 shows a schematic representa-
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tion of the line-scanning data acquisition.

Regarding the planning procedure, the slice was positioned coronally, crossing the
visual cortex. By design, the line, located in the middle of the slice, was positioned
approximately perpendicular to the medial grey matter sheet of the occipital lobe
to avoid partial volume effects. A second criterion for the line planning was the
proximity to V1. Finally, we tried to avoid voxels which clearly included big veins
(visible form the single slice gradient-echo acquisition).
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Figure 6.3: Schematic representation of line-scanning data acquisition and analysis. A gradient-echo slice with and
without OVS bands was acquired, followed by the line-scanning runs with the event-related visual task. The slice
was coregistered to the whole brain anatomical scan (MP2RAGE) and a patch of cortex relatively perpendicular to the
line was selected (line ROI). The deconvolved HRF was extracted across cortical depth along the line ROI, as well as
averaged across the line ROI.

6.2.5 Estimation of shape using deconvolution
Deconvolution was performed using Nideconv (github-nideconv). A finite impulse
response model with a regressor per TR (time period/TR) was applied to capture
shapes without any assumptions regarding HRF shape. The time period included
3 seconds before stimulus onset until 27 seconds after stimulus onset. The large
number of regressors used with FIR inflates variability, as fewer samples contribute
to each parameter estimate [390]. To deal with this, we complemented the analy-
sis with a deconvolution using Fourier basis set. Such an approach imposes some
shape, but is still flexible because different linear combinations allow for larger
variety of HRF shapes than a single canonical basis function [390]. The following
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parameters were derived from the response estimations: response magnitude (am-
plitude), time-to-peak, full-width-at-half-maximum (FWHM), rising slope (i.e. the
angulation of the rising part of the HRF; evaluated from the derivative), positive
area under the curve, and post-stimulus undershoot area.

6.2.6 Data analysis - whole brain data
The T1-weighted (T1w) anatomical image from the MP2RAGE sequence was pro-
cessed as follows: first, a spatial-adaptive Non-Local Means (SANLM-) filter im-
plemented in CAT12 was applied to filter noise while maintaining edges [391]. The
denoised image was segmented into cerebrospinal fluid (CSF), white-matter (WM)
and grey-matter (GM) using CAT12 and corrected for intensity non-uniformity with
N4BiasFieldCorrection [392], distributed with ANTs 2.3.3. A mask representing the
sagittal sinus was created by hand. The voxels in the mask were set to zero in the
denoised T1w image to limit the necessity for manual intervention after surface
reconstruction. The final masked image was then skull-stripped with a Nipype
implementation of the antsBrainExtraction.sh workflow (from ANTs), using OA-
SIS30ANTs as target template. Brain tissue segmentation of CSF, WM and GM was
performed on the brain-extracted T1w image using FSL’s FAST [393]. FreeSurfer
7.2 recon-all [394] was used to obtain native cortical surface reconstructions. The
software makes use of the FLAIR image to refine the segmentation obtained by T1w
image alone, particularly in the exclusion of sinus and at the pial surface border.

Using the Julich histological atlas [389], we defined a probabilistic V1 region of in-
terest (pV1 ROI) on the anatomical data, using FSL. The data from the block de-
sign localizer were analysed with a general linear model (GLM) analysis, assuming
a gaussian HRF shape and t statistical values (t-stats) were estimated. The voxels
with t-stats ≥ 2.3 were used to make a localizer ROI. The timecourses from overlap-
ping voxels of the pV1 ROI and localizer ROI were converted in percentage signal
change and averaged, from the baseline at the beginning of the visual task.

6.2.7 Data analysis - line-scanning data
The reconstruction of line-scanning data was performed offline using MatLab, Gy-
rotools. We combined the multi-channel coil data with a temporal signal-to-noise
ratio (tSNR) and coil sensitivity-weighted sum of squares (SoS) weighted scheme
per echo as in [357]. Prior to channel combination, we applied a NOise reduction
with DIstribution corrected PCA (NORDIC) denoising step, while multi-echo data
were combined with a sum of squares [319, 357].

We averaged the 3 runs of line-scanning data to increase the signal-to-noise ratio
(SNR). To select a region in the line where the line was mostly perpendicular to the
cortex (line ROI), we defined perpendicularity as the area where normal vectors of
the surface aligned most with the coronal vector (because of the coronal slice po-
sitioning and the orthogonal nature of normal vectors). We obtained the normal
vectors in the line by projecting the nominal line image to the surface and min-
imized the angle between the coronal vector and each normal vector in the line.
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The voxels surrounding the most perpendicular vertex were selected to cover the
pial surface to the white matter boundary to form the line ROI. The Supplemen-
tary material (Figure 6.8) shows each participant’s line ROI after coregistration to
the anatomical MP2RAGE. We also highlighted on the same slices the pV1 ROI and
the localizer ROI to confirm that the line ROI ended up in an active region of V1
for each participant. Since the number of voxels that we selected for the line ROI
differed across participants, we converted the number of voxels to percentage of
distance from the cortex in order to pool the values of the HRF parameters across
participants. We also averaged all the HRFs across cortical depth for a closer com-
parison with whole brain data in visual cortex. Note that the post stimulus un-
dershoot was computed only for the averaged data across cortical depth, since the
single HRF for each cortical depth was too noisy to perform this estimation.

Finally, we had to exclude 2 participants of the “middle aged” group for the line-
scanning dataset due to misplacement of the line (i.e. the line was positioned far
from V1) (1) and excessive motion (1).

6.3 Results

6.3.1 Similar HRF shapes between age-groups extracted from whole brain ROI

Figure 6.4 shows the deconvolved HRFs extracted from the ROI from the whole
brain data. The deconvolved HRF using Fourier basis sets is superimposed on
the points from the FIR model for a representative participant (for all participants
please see supplementary material Figure 6.9), showing good agreement between
the Fourier basis sets and FIR model. The deconvolved HRFs are shown together
for all participants in Figure 6.4b (light lines), along with the averages (darker lines)
for the young (red) and middle-aged group (blue).

Individual differences aside, group-average HRF shapes between age-groups were
remarkably similar, as confirmed by the analysis of the main HRFs parameters (Fig-
ure 6.4c). No significant differences were found for amplitude (t20 = -0.287, p =
0.777), time to peak (t20 = -0.257, p = 0.800), FWHM (t20 = 0.339, p = 0.738), rising
slope (t20 = 0.199, p = 0.845), positive area under the curve (t20 = -0.088, p = 0.931),
and post stimulus undershoot area (t20 = 0.611, p = 0.538).

Furthermore, we compared the HRF parameters among the 2 age groups using a
Bayesian independent samples T-test to estimate evidence in favor of the alterna-
tive hypothesis. We found moderate evidence that all the parameters are iden-
tical across groups (BF01,amplitude = 2.523, BF01,time-to-peak = 2.538, BF01, FWHM =
2.494, BF01, rising slope = 2.563, BF01, positive area = 2.592, BF01, post stimulus undershoot area

= 2.272).
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Figure 6.4: (a) Extracted HRF from whole brain data (with FIR points and Fourier basis set), for a representative partic-
ipant. (b) HRFs for all participants in the young (red) and middle-aged (blue) group (thin lines) and averaged HRF for
both groups (thick lines). The light gray box indicates the period when the task was shown. (c) HRF parameters from
whole brain data for the 2 age groups (red young and blue middle aged).

6.3.2 Average HRF parameters across cortical depth from line-scanning data
Before analyzing line-scanning data we checked the results of the line planning
procedure by plotting the pV1 mask on the slice on which the line was acquired,
together with the localizer ROI from the whole brain functional localizer (Figure
6.8 of the Supplementary material). We selected the voxels along the line crossing
the cortex from pial surface to WM boundary, as perpendicular as possible (line
ROI). The angle between line and surface was calculated a posteriori, and was on
average (18±12)° for the young group and (22±6)° for the middle aged group).
Figure 6.5 follows a similar layout compared to Figure 6.4, but results are derived
from the line-scanning acquisition. Figure 6.5a shows the deconvolved HRF for the
same representative participant as Figure 6.4a, together with the FIR points. Note
the drastic increase in samples compared to the whole brain data in Figure 6.4. This
is because the TR used for line-scanning is ∼13 times shorter than the TR of whole
brain data acquisition (0.105 s vs 1.32 s). In the Supplementary material (Figure
6.10) the deconvolved HRF with FIR points is reported for every participant. The
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deconvolved HRFs are also represented for all participants in Figure 6.5b, together
with the averages for the age groups (with the same colour coding as in Figure 6.4).
The deconvolved HRFs follow similar trends, but they present slightly more vari-
ability compared to whole brain data. Again, no differences were found for ampli-
tude (t18 = -0.308, p = 0.762), time-to-peak (t18 = -0.345, p = 0.734), FWHM (t18 =
0.429, p = 0.673), rising slope (t18 = 0.085, p = 0.933), positive area (t18 = -0.070, p
= 0.945), and post stimulus undershoot area (t18 = -1.131, p = 0.273). When com-
paring the spatiotemporal HRF parameters among age groups with a Bayesian in-
dependent samples T-test, we found moderate or weak evidence that the param-
eters are identical between groups (BF01, amplitude = 2.425, BF01, time-to-peak = 2.404,
BF01, FWHM = 2.350, BF01, rising slope = 2.501, BF01, positive area = 2.504, BF01, post stimulus

undershoot area = 1.609).
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Figure 6.5: (a) Extracted HRF from line-scanning data averaged across cortical depths (with FIR points and Fourier
basis set), for a representative participant. (b) HRFs averaged across cortical depth for all participants (red young
group and blue middle aged group) and respective averaged HRF across the 2 age groups (ticker red and blue lines).
The light gray box indicates the period when the task was shown. (c) HRF parameters from averaged across cortical
depth line-scanning data for the 2 age groups (red young and blue middle aged). Note that the line-scanning data for
2 participants were excluded from plot (b) and (c) as well as from the analysis.
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6.3.3 Similar cortical depth dependent HRFs in V1
Figure 6.6 shows the deconvolved HRF extracted for each cortical depth within the
line ROI for a young representative participant (Figure 6.6a) and a middle aged rep-
resentative participant (Figure 6.6c). The corresponding amplitude across cortical
depth is reported in Figure 6.6bc, together with the line ROI from the gradient-echo
slice acquisition.
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Figure 6.6: (a) Extracted HRF from line-scanning data across cortical depths for a representative young participant,
and (b) corresponding amplitude across cortical depth with line ROI location reported on top of the gradient-echo
slice. (c) Extracted HRF from line-scanning data across cortical depths for a representative middle aged participant
and (d) corresponding amplitude across cortical depth with line ROI location reported on top of the gradient-echo
slice.

The HRF across cortical depths show similar behaviours, with a consistent de-
crease in amplitude from the pial surface to the WM boundary. Note that the return
to baseline looks rather noisy, as expected from deconvolution in line-scanning
data, which are noisier than whole brain data. For this reason, we did not compute
the post stimulus undershoot area for the HRFs across cortical depths. All the other
HRF parameters were estimated across cortical depths and reported in Figure 6.7a
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for all the individual participants and averaged across groups (Figure 6.7b).
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Figure 6.7: (a) HRF parameters from line-scanning data across cortical depth for all the individual participants (apart
from the 2 excluded ones) and (b) for the averaged parameters across young and middle aged groups. Red indicate
the young participants and blue the middle aged ones.

For both young and middle aged groups, the BOLD signal showed the canonical
pattern of signal evolution; BOLD signals increased towards the pial surface. To
test differences across depth formally, we assessed the different HRF parameters
as the intercept at 50% of cortical depth and slope of the linear regression fit aver-
aged across the 2 age groups (Figure 6.7b).

For the slopes of amplitude, time-to-peak, and positive area, the assumption of
normality using Levene’s test was violated (p <0.001, p = 0.021, and p = 0.002, re-
spectively). A Mann-Whitney U-test for independent samples was used to assess
differences in these parameters across groups. We found a significant effect for the
positive area (W = 79.00, p = 0.025), where young participants (M = -0.030, SD =
0.020) had a steeper slope compared to middle aged participants (M = -0.012, SD
= 0.006, effect size = 0.596). No significant effects were found for the slope of the
amplitude and time-to-peak (W = 75.00, p = 0.046 and W = 52.00, p = 0.882, re-
spectively). The parameters that did not break the assumption of normality were
assessed using a Student’s T-test (FWHM and rising slope). No significant effects
were found for these parameters (t18 = 1.877, p = 0.770 and t18 = 0.634, p = 0.534,
respectively).

Regarding the slopes of the parameters which were not significantly different (am-
plitude, time to peak, FWHM and rising slope), from the Bayesian independent
samples T-test we found weak evidence that the amplitude and FWHM are identi-
cal across groups (BF01 = 0.624, BF01 = 0.775 respectively), while for time-to-peak
and rising slope showed the evidence for this was stronger (BF01 = 2.506, BF01 =
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2.177 respectively).

The intercept at 50% of the cortical depth of the linear for all the parameters was
assessed with a Student’s T-test. None of the slopes of the parameters was sig-
nificantly different in the young and middle-aged group (t18 = -0.579, p = 0.569
for amplitude, t18 = -0.339, p = 0.739 for time to peak, t18 = -0.030, p = 0.977 for
FWHM, t18 = 0.068, p = 0.947 for rising slope and t18 = -0.278, p = 0.784 for the
positive area). From the Bayesian independent samples T-test, we found moder-
ate evidence that the intercept at 50% of cortical depth for all the parameters was
identical across groups (BF01, amplitude = 2.227, BF01, time-to-peak = 2.408, BF01, FWHM

= 2.507, BF01, rising slope = 2.504, BF01, positive area = 2.440).

6.4 Discussion
Age related changes in the HRF have been reported in the literature with diverging
findings. We deduced some common aspects of the previous studies that we used
as a starting point for improvements in the study of HRF shapes in two groups of
people of different ages. Specifically, relatively low magnetic field strengths were
used previously (1.5 and 3T), as well as standard fMRI spatial and temporal reso-
lutions (>3 mm isotropic and repetition time of 1-2 s) and various tasks difficulties
(flickering checkerboards, pattern recognition, Oddball task, bimodal audio/visual
tasks). Here, we exploited the power of high-field MRI (7T) to boost the SNR and
be able to increase both spatial and temporal resolution (1.78 mm isotropic and
1.32 s TR for whole brain data).

Moreover, we used a detection task on the stimulus in order to maintain vigilance
and ensure that participant’s attention was focused on the visual stimuli, all while
keeping the changes to the visual stimulus minimal. Over a single run, the partic-
ipants performed with d’ values of 1.2±0.4 (mean±standard error) for the middle-
aged group and 2.1±0.3 (mean±standard error) for the young group.

Our results show that, averaged across the activate V1 patch sampled in the whole-
brain acquisitions, there is no significant difference in the HRF shape in visual cor-
tex between the young and middle aged group, in accordance with previous find-
ings that include larger sample sizes [395]. The discrepancies with the literature
that showed a decrease in HRF amplitude in older age groups [374, 375, 377] could
be due to the selection of the ROI where the timecourses were averaged in order
to extract the HRF. This is a predominant source of variability as in most cases
the ROI was based on anatomical information (from standard templates) and/or
functional information (only voxels which showed activation higher than a certain
threshold). The anatomical selection of the ROI has the disadvantage that voxels
are included which do not show a task response (or, also highly prevalent in the vi-
sual cortex, showed a negative response), hence decreasing the HRF amplitude and
possibly distorting its shape (see also [396] for a discussion on this regard). On the
other hand, a functional ROI made from active voxels means that the voxels which
best follow the model are the same ones used to estimate the HRF shape. As in any
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standard GLM approach, certain assumptions on the HRF shape are made; this
makes the HRF estimate based on functional ROI a circular problem. In our study,
we combined anatomical and independent functional information to select the
voxels on which the HRF estimate was performed. Particularly, we disentangled
the functional ROI from the scan on which the deconvolved HRF was extracted by
introducing an additional localizer scan with a block design task, which is much
less sensitive to the HRF shape and can safely be analyzed using a canonical HRF.
The combination of the localizer ROI with the anatomical V1 region based on the
MNI template (pV1 ROI) to create the final ROI on which the deconvolved HRF
was extracted ensured to avoid the circularity problem on the HRF estimation and
minimize the assumptions on the HRF shape.

Moreover, since the laminar differences in the HRF response relate to the proper-
ties of the vasculature, changes in the BOLD response can reflect changes in the
vasculature properties. For this reason, we also introduced a novel acquisition that
has never been used before for age-related studies. Line-scanning fMRI brings the
advantage of being able to investigate the HRF response across cortical depth (0.25
mm spatial resolution) at an extremely high temporal resolution (0.105 s). This
high sampling rate allows more detailed estimation of the HRF shape and varia-
tions of the HRF across cortical depth. Before analysing the line-scanning results
we checked the selection of a proper ROI from which to extract the HRF for the
line-scanning dataset (line ROI). In this case, we used multiple criteria for the voxel
selection. First, a certain level of line perpendicularity with respect to the cortex to
avoid partial voluming effects across depths, resulting in a degree of perpendicu-
larity of the line ROI of (18±12)° for the young group and (22±6)° for the middle
aged group. The second criterion was the proximity to V1: we confirmed that the
line ROI was falling in the pV1 ROI or nearby for all included subjects (see Figure
6.8 in the Supplementary material). Finally, we tried to avoid voxels which clearly
included big veins, exploiting the high resolution of the line-scanning fMRI to de-
tect BOLD responses from microvessels. The planning procedure could have been
improved with the introduction of a separate scan session and line planning a pri-
ori to minimize partial voluming effects, as suggested by Heij et al. [397]. However,
logistical constraints on the participant group meant that a single MRI session was
preferable. Only one subject was excluded due to wrong planning, which was felt
to be acceptable in this cohort (n=22), hence the planning procedure did not seem
to be problematic for this specific study.

Another limitation of line-scanning is subject motion, which cannot be corrected
with the implementation of line-scanning we used for this study. A way to reduce
motion artefacts is to introduce prospective motion correction as in [326, 357].
However, we decided not to include motion correction in this study because the in-
terruptions in the time series necessary to acquire motion navigators would have
complicated our deconvolution approach and the T1 decays after every naviga-
tor acquisition would have introduced undesired signal fluctuations in the time
courses, further complicating the deconvolution. Since only one subject was ex-
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cluded from the line-scanning dataset due to excessive motion, we confirmed that
the addition of prospective motion correction was not necessary for this study.

Regarding the results across cortical depths, we found that the HRF amplitudes
derived from line-scanning data are consistent with existing literature, showing an
increase in the HRF amplitude from the WM boundary to the pial surface [9]. This
increase is caused by the draining and pooling of blood by the upper layers and pial
veins, which cause an increase of the BOLD response to the cortical surface [241].
The increases in area under the peak and steepness of the rising slope most likely
also reflect this effect. The line-scanning data showed a small effect for differences
in the slope of the positive area, with signal draining more clearly towards the cor-
tical surface in the young cohort. This could be caused by differences in partial
voluming originating from the angle of the line or the cortical thickness. Consid-
ering the cortical thinning with age [371], it is of paramount importance to have a
spatial resolution that allows to see laminar responses. In fact, a high spatial reso-
lution guarantees that the HRF differences are due to vascular effects rather than
anatomical changes. On the other hand, if the resolution is low, the difference in
the HRF shapes in young and older groups could be due to the mixing of different
tissues. For example, if the pial layers become thinner with age, an insufficient re-
solution could lead to the finding of a lower HRF amplitude, but this effect would
be solely due to the anatomy rather than the actual vasculature).

To our knowledge, this is the first time that age related differences across cortical
depth were shown, so we could not compare our finding with previous literature.
The main finding across cortical depth is a significant steeper slope of the positive
area in the young group, compared to the middle-aged group. All the other pa-
rameters were not significantly different, and when considering whole brain data
and averaged line-scanning data over the line ROI we observed striking similari-
ties. This finding can have potential implications for the inclusion criteria of par-
ticipants in neuroscientific studies, as well as the number of participants needed
for this kind of applications.

6.5 Conclusion
This work studied the hemodynamic response function in the visual cortex in two
age groups (young and middle aged). We exploited the potential of high field MRI
to increase the spatial and temporal resolutions, particularly when using the line-
scanning method, which allowed to look at HRF properties also across cortical
depth, in individual participants. We showed that there is a significant steeper
slope of the positive area in the young group, compared to the middle aged one,
while there are no significant differences in the other parameters of the HRF in the
two age groups in visual cortex. This means that when non behaviourally challeng-
ing or cognitively demanding memory tasks are employed, there are no differences
in scanning young or middle aged individuals.
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Supplementary material

Figure 6.8: (a) Line-scanning planning: anatomical slice and lien positioning (yellow box). Yellow dots indicate voxels
perpendicular to the surface. The red box is the selected line ROI, where we estimated the HRFs across cortical depth.
The Red mask is the pV1 ROI and the green mask is the localizer ROI projected on the anatomical slice. The gray boxes
indicate the 2 excluded subjects.
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Figure 6.9: (a) Extracted HRF from whole brain data (with FIR points and Fourier basis set), for all the participants (red
is used for young participants and blue for middle age participants).
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Figure 6.10: (a) Extracted HRF from line-scanning data, averaged across cortical depth (with FIR points and Fourier
basis set), for all the participants (red is used for young participants, blue for middle age participants). The gray boxes
indicate the 2 excluded subjects).
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7. Summary and General Discussion

7.1 Objective
The main aim of this thesis was to implement an extreme fMRI method, with ultra-
high spatiotemporal resolution and severely reduced FOV, in order to gain more
insights on the human brain hemodynamics at different cortical depths. Line-
scanning is a one dimensional fMRI recording, which relies on the repeated ac-
quisition of a single line of k-space after making sure that the signal projected into
that k-space line derives from a small region where the line is positioned. The cre-
ation of this reduced FOV can be achieved either through saturation bands such as
in the gradient-echo implementation or with a rotation of the refocusing plane in
the spin-echo version. To acquire a single k-space line, the gradients in the phase-
encoding direction are omitted, allowing a very fast sampling rate (∼100 ms) and
an ultra-high spatial resolution along the line (250 μm).

In this thesis, I implemented different line-scanning sequences for humans at 7T,
and I tested the line-scanning performance in the context of fMRI (Chapter 3 and
5). Several improvements were proposed over the first implementation (Chapter
4), to increase the SNR (multi-echo readouts), remove thermal noise (NORDIC de-
noising) and correct for motion (prospective motion correction). The most suit-
able version of line-scanning was then used for a neuroscientific fMRI experiment
(Chapter 6). The relevance of line-scanning was also contextualized with other
more standard fMRI approaches such as whole brain acquisitions (Chapter 6) and
resting-state fMRI (rs-fMRI) for functional connectomics (Chapter 2).

7.2 Summary of main findings
Advances in resting state fMRI for functional connectomics (Chapter 2)
This chapter offers an example of how the overall aim of gaining further insights
on the human brain functions can be achieved through multiple ways, even in
the context of fMRI itself. Instead of using ultra-high spatiotemporal resolution
in a very specific region of the brain (such as with line-scanning), I focused on the
opposite: connectivity-aimed resting-state fMRI (rs-fMRI), which requires a large
FOV, and investigates spontaneous fluctuations in the BOLD signal, which occur
simultaneously in different brain regions. I presented some common and recent
approaches for different types of resting state studies, to show the potential of rs-
fMRI and its growing availability in the study of the human brain.

Implementation of gradient-echo line-scanning in humans at 7T (Chapter 3)
Inspired by the work of Xin Yu et al. [50], I implemented a human version of line-
scanning, based on a single slice (2D) gradient-echo sequence. I used two satu-
ration pulses to suppress the signal outside the line of interest, and I evaluated
the performance of the saturation. I then found the best coil combination strat-
egy for the data reconstruction. Finally, I tested the power of line-scanning with a
visual experiment and showed the BOLD responses along cortical depth, with res-
olutions of 250 μm and 200 ms. To prove the reliability of the first implementation
of human line-scanning I also compared the t-stats results with a single slice (2D)
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gradient-echo echo planar imaging (GE-EPI) BOLD fMRI data with the same tem-
poral resolution and voxel volume, and found a good correspondence among the
two.

Directions for improvements (Chapter 4)
The first implementation of line-scanning suffered from some challenges concern-
ing different aspects. Thermal noise is definitely one of the major issues when
small voxels are being imaged [319, 398]. To address this issue, I tried to improve
the SNR both by using a multi-echo readout and by implementing an adaptation
of NORDIC for one dimensional data. Together, those improvements furnished
a much higher tSNR and t-statistical values with respect to the single-echo non-
denoised version. Moreover, I added the possibility to include prospective mo-
tion correction to the multi-echo line-scanning, which rendered the line-scanning
method more robust and suitable for different kind of experiments (such as when
scanning specific groups of people, such as patients).

Implementation of spin-echo line-scanning in humans at 7T (Chapter 5)
An extremely natural approach for line-scanning is using a spin-echo sequence.
This has a double advantage; on the one hand saturation pulses are not needed,
since the line signal is created from the rotation of the refocusing plane with re-
spect to the excited one. On the other hand, spin-echo offers a contrast (T2w)
more specific to the microvasculature [192] rather than the macrovasculature (as
the T2* signal from gradient-echo), but contains an overall reduced sensitivity to
the BOLD effect. I found that the creation of the line is extremely sharp compared
to the gradient-echo version. However, when it comes to the detection of activa-
tion, I found that this implementation of spin-echo line-scanning was not sensitive
enough to detect any activation. Despite its great potential, further improvement
is needed to make this sequence useful for fMRI experiments.

A line-scanning fMRI application, together with a standard acquisition at 7T (Chap-
ter 6)
To prove that line-scanning carries the potential to be a valuable fMRI technique
for neuroscientific experiments, when the focus is on cortical depth dependencies
of the functional signal, I evaluated the HRF behaviour in visual cortex after an
event related visual task in two age groups. I found an overall similar behaviour in
the two age groups both when using line-scanning and a whole brain acquisition.

7.3 Limitations and future prospective
I often compare the PhD path to a marathon. In short words, it requires time, en-
ergy and dedication. Time is limited to 4 years (a bit more if your PhD ends up in
the middle of a pandemic). Energy is also limited (particularly if you are not good
at running). And dedication has huge fluctuations, often due to external agents
(including the Dutch weather). Together, those three factors contributed to multi-
ple limitations to the projects I carried out during my PhD. In the following I will
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discuss some of the limitations and propose some directions for improvement, as
well as future prospective of line-scanning.

Gradient-echo line-scanning relies on the use of saturation pulses to null the sig-
nal outside the line of interest. The saturation pulses used in this thesis have an
asymmetric sinc pulse. As reported in Chapter 3, they are far from being perfect:
the suppression of undesired signal from outside the region of interest is ∼94%, so
there is still ∼6% of signal present outside the region of interest. Moreover, also
the signal inside the line is partially saturated (∼62% of residual signal inside the
line), because of the not ideal profile of the OVS bands. The gradient-echo version
of line-scanning would benefit from OVS pulses with sharper saturation profiles,
which would be an interesting focus point in future work on improving the line-
scanning method. Morgan et al. proposed several strategies for the saturation,
which includes the superimposition of two saturation bands (dual-saturation), for
an optimized line profile [274]. Another approach would be to use adiabatic pul-
ses, which are relatively insensitive to B1 inhomogeneity and frequency offsets. For
example, the B1-Insensitive Rotation (BIR-4) pulse is a promising pulse, commonly
used in spectroscopy, to localize the signal from a specific region [399].

The line-scanning data used in this thesis definitely suffers from thermal noise,
which can be much reduced through NORDIC denoising, showing a significant in-
crease in t-stats and tSNR values. However, thermal noise is not the only source of
noise. The voxel volume is 2.5 mm3, hence physiological noise is also present, as
well as noise due to subjects’ motion. A component based noise correction method
(CompCor) [400] proves to be efficient to reduce noise due to physiological fluctu-
ations and other sources, and could be applied to line-scanning data, as in [397].
The timecourses of voxels in the white matter and cerebrospinal fluid along the line
can be also selected and used as input for principal component analysis (PCA), and
the resulting timecourses from the PCA can be high-pass filtered below the respira-
tory frequency (∼0.18Hz). These high-pass filtered time courses can then be used
as nuisance regressors to clean the data from physiological noise, specifically at the
respiration and cardiac frequencies.

Another limitation of the projects presented in this thesis is the absence of an accu-
rate planning procedure. In fact, in every study, the line was manually positioned,
during the scan session, along the right-left axis, in the occipital lobe, covering a
region in visual cortex, with a coronal orientation of the slice. This kind of plan-
ning simplified the process of hitting a perpendicular piece of cortex with respect
to the line, since the line ended up orthogonally to the cortical ribbon either side
of the intra-hemispheric cleft. The perpendicular orientation relative to the cortex
is necessary when the goal is to investigate the laminar dimension of the cortex.
Moreover, when the phase encoding gradients are removed, all the signal com-
ing from the gap in between the two saturation pulses is projected into the line.
This means that the ideal target for the line is a flat piece of cortex, to make sure
that there is no contamination from different tissues. Together, those two require-
ments (perpendicularity to the cortex and absence of curvature) made the online
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planning procedure suboptimal. A more advanced planning is necessary when
performing neuroscientific experiments. In Heij et al. [397], we proposed a double
session approach: in the first scan session the anatomical scans are used to ex-
tract a vertex corresponding to a flat piece of cortex. During the second session, a
quicker anatomical scan is acquired and coregistered to the first session, to extract
the coordinate of the line, to make sure that the line is positioned perpendicularly
to that specific target vertex. The anatomical information from the first session
can be combined to additional functional information tuned to the specific exper-
iment that is performed. This extensive planning procedure would definitely allow
to be more specific in the voxels selection, and the outcomes of this thesis would
have benefited from its use, particularly in the application presented in Chapter
6. However, due to logistical difficulties in recruiting the middle aged cohort, we
opted for a single session approach.

In Chapter 4, we implemented an alternative contrast for the line-scanning tech-
nique, being a T2w contrast with a spin-echo sequence. Despite the partially un-
successful implementation for fMRI purposes, this was also the only attempt to
implement a T2w contrast version of line-scanning. In addition to the possible
improvements which were discussed in Chapter 4 to improve the spin-echo line-
scanning sequence, Choi et al. [368] also proposed a gradient- and spin-echo
(GRASE) [347] implementation of line-scanning, which is a valuable addition for
human line-scanning. This technique allows the evaluation of the fMRI signal evo-
lutions along the echo trains by simultaneously acquiring both gradient-echo and
spin-echo based fMRI responses with high spatiotemporal resolution. In this case,
the low specificity and high sensitivity of gradient-echo BOLD (T2*w) can be seen
together with the low sensitivity but high specificity of the spin-echo signal (T2w).

Moreover, the line-scanning method suffers from the extremely reduced field of
view. This problem can be partially overcome when using a bilateral or a multi
line approach [401, 402]. Those methods allow exploitation of the ultra-high spa-
tiotemporal resolution of line-scanning to detect laminar-specific fMRI signals from
adjacent cortical regions, and open the way for connectivity studies (Chapter 2). If
similar techniques can be implemented for human studies as well, they could pave
the way for resting state and functional connectivity human line-scanning studies.

Finally, line-scanning proved to have great potential and could be extended to
many specific application studies, which have not been investigated in this the-
sis. For example, regarding clinical applications, it could be used to target a spe-
cific lesion. Alternatively, when the vasculature is compromised, as with sickle cell
disease [307, 308], line-scanning could be used to track the changes in the hemo-
dynamic responses at high spatiotemporal resolution in diseases condition. From
a neuroscientific prospective, line-scanning could give more insights about the
BOLD responses during specific experiments which require high spatial and tem-
poral resolutions together.

7

121



7. Summary and General Discussion

7.4 Conclusion
The non-invasive investigation of the information processed along the cortical depth
requires fMRI methods that simultaneously allow high spatial and temporal reso-
lutions. Line-scanning can provide unique high resolutions at the cost of spatial
coverage and standard processing. In this work, the line-scanning method was im-
plemented in humans, at 7T. After introducing general methods for resting-state
fMRI for functional connectomics (Chapter 2), I presented a gradient-echo line-
scanning implementation in humans (Chapter 3), followed by some improvements
regarding the readout, thermal noise removal and motion correction (Chapter 4). I
also presented some efforts on the implementation of a spin-echo version (Chap-
ter 5), which proved to be not yet applicable for fMRI purposes. Finally, I showed
an example of line-scanning application to detect hemodynamic responses across
cortical depth in two age groups (Chapter 6) and measured how line-scanning
compares with a standard whole brain acquisition in the same populations.

Overall, line-scanning proved to be an extremely powerful method for layer de-
pendent fMRI studies. Careful consideration should be taken in the beginning of
a study to make sure that the best acquisition strategy is selected. The ultra-high
spatiotemporal resolution of line-scanning is associated with several challenges
in the acquisition and analysis strategies. As shown in Chapter 2, other fMRI ap-
proaches can be considered for experiments where the spatial or temporal resolu-
tion can be slightly decreased.
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